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Objective: 	
  	
  
Provide tools, data sets and performance metrics to demonstrate the 
potential of transformers for multimodal perception and multimodal 
interaction.   
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Transformers and self-attention replace deep 
learning with multiple layer of encoder-decoders 
using self-attention to encode signals at multiple 
levels of abstractions. (words, sequences, 
sentences, contexts…).  

Transformers have become the dominant approach 
for natural language processing (NLP). Recent 
results indicate that transformers are well suited 
for multi-modal perception. 

Our objective is to build a research community 
around the use of transformers and self-attention 
for multimodal perception and multi-modal 
interaction.  

*Vaswani,	
  A.,	
  Shazeer,	
  N.,	
  Parmar,	
  N.,	
  Uszkoreit,	
  J.,	
  Jones,	
  L.,	
  Gomez,	
  A.	
  N.,	
  Kaiser,	
  L.	
  and	
  Polosukhin,	
  I.	
  
(2017).	
  A(en7on	
  is	
  all	
  you	
  need.	
  arXiv	
  preprint	
  arXiv:1706.03762.	
  



A(en7on	
  is	
  all	
  you	
  need	
  

10/05/21	
  

Self-attention associates entities with mutual relevance 
using learned matrices for Query-Key-Value.  

Each layer uses multiple Self-Attention Heads to 
associate multiple mutually relevant entities to be 
interpreted at that next level.  

We can extend self attention to multiple modalities 
using concatenation.  
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Scaled Dot-Product Attention Multi-Head Attention

Figure 2: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several
attention layers running in parallel.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
queries and keys of dimension dk, and values of dimension dv . We compute the dot products of the
query with all keys, divide each by

p
dk, and apply a softmax function to obtain the weights on the

values.

In practice, we compute the attention function on a set of queries simultaneously, packed together
into a matrix Q. The keys and values are also packed together into matrices K and V . We compute
the matrix of outputs as:

Attention(Q,K, V ) = softmax(
QKT

p
dk

)V (1)

The two most commonly used attention functions are additive attention [2], and dot-product (multi-
plicative) attention. Dot-product attention is identical to our algorithm, except for the scaling factor
of 1p

dk
. Additive attention computes the compatibility function using a feed-forward network with

a single hidden layer. While the two are similar in theoretical complexity, dot-product attention is
much faster and more space-efficient in practice, since it can be implemented using highly optimized
matrix multiplication code.

While for small values of dk the two mechanisms perform similarly, additive attention outperforms
dot product attention without scaling for larger values of dk [3]. We suspect that for large values of
dk, the dot products grow large in magnitude, pushing the softmax function into regions where it has
extremely small gradients 4. To counteract this effect, we scale the dot products by 1p

dk
.

3.2.2 Multi-Head Attention

Instead of performing a single attention function with dmodel-dimensional keys, values and queries,
we found it beneficial to linearly project the queries, keys and values h times with different, learned
linear projections to dk, dk and dv dimensions, respectively. On each of these projected versions of
queries, keys and values we then perform the attention function in parallel, yielding dv-dimensional
output values. These are concatenated and once again projected, resulting in the final values, as
depicted in Figure 2.

4To illustrate why the dot products get large, assume that the components of q and k are independent random
variables with mean 0 and variance 1. Then their dot product, q · k =

Pdk
i=1 qiki, has mean 0 and variance dk.
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Each layer uses multiple Self-
Attention Heads to associate multiple 
mutually relevant entities to be 
interpreted at that next level.  

Transformers can be trained to 
complete missing data with multiple 
modalities, to anticipate events and to 
predict best actions for situations.  

However extension to new modalities 
requires new forms of encoding and 
new training data.  
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Abstract

We consider the problem of referring image segmenta-

tion. Given an input image and a natural language ex-

pression, the goal is to segment the object referred by the

language expression in the image. Existing works in this

area treat the language expression and the input image sep-

arately in their representations. They do not sufficiently

capture long-range correlations between these two modali-

ties. In this paper, we propose a cross-modal self-attention

(CMSA) module that effectively captures the long-range

dependencies between linguistic and visual features. Our

model can adaptively focus on informative words in the re-

ferring expression and important regions in the input image.

In addition, we propose a gated multi-level fusion module

to selectively integrate self-attentive cross-modal features

corresponding to different levels in the image. This mod-

ule controls the information flow of features at different lev-

els. We validate the proposed approach on four evaluation

datasets. Our proposed approach consistently outperforms

existing state-of-the-art methods.

1. Introduction

Referring image segmentation is a challenging problem
at the intersection of computer vision and natural language
processing. Given an image and a natural language expres-
sion, the goal is to produce a segmentation mask in the im-
age corresponding to entities referred by the the natural lan-
guage expression (see Fig. 4 for some examples). It is worth
noting that the referring expression is not limited to specify-
ing object categories (e.g. “person”, “cat”). It can take any
free form language description which may contain appear-
ance attributes (e.g. “red”, “long”), actions (e.g. “standing”,
“hold”) and relative relationships (e.g. “left”, “above”), etc.
Referring image segmentation can potentially be used in a
wide range of applications, such as interactive photo editing
and human-robot interaction.

A popular approach (e.g. [10, 15, 22]) in this area is to

∗Zhi Liu and Yang Wang are the corresponding authors

Figure 1. (Best viewed in color) Illustration of our cross-modal

self-attention mechanism. It is composed of three joint operations:

self-attention over language (shown in red), self-attention over im-

age representation (shown in green), and cross-modal attention be-

tween language and image (shown in blue). The visualizations of

linguistic and spatial feature representations (in bottom row) show

that the proposed model can focus on specific key words in the

language and spatial regions in the image that are necessary to

produce precise referring segmentation masks.

use convolutional neural network (CNN) and recurrent neu-
ral network (RNN) to separately represent the image and
the referring expression. The resultant image and language
representations are then concatenated to produce the final
pixel-wise segmentation result. The limitation of this ap-
proach is that the language encoding module may ignore
some fine details of some individual words that are impor-
tant to produce an accurate segmentation mask.

Some previous works (e.g. [17, 20]) focus on learning
multimodal interaction in a sequential manner. The visual
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1.  Explore new forms of embedding for image, video 
sequences, prosody and spoken language.  

2.  Explore audio-visual narration, and  multimodal 
perception of emotion, engagement and attention. 

3.  Define performance metrics and benchmark data for 
research challenges.  

4.  Provide base-line techniques for multimodal 
perception with transformers and self-attention.  
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1.  Benchmark data sets 
2.  Research challenges with Performance Metrics 
3.  Workshop Reports 
4.  Baseline demonstrations for NLP, Vision, Prosody, spoken 

language 
 
Ultimately, define the tools for a new scientific community 
devoted to use of transformers for multimodal perception and 
multimodal interaction.  
 
 


