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1. Introduction 
 
Recent revolutionary progress in Machine Learning, Natural Language Processing, Computer 
Vision, and Spoken Language Understanding has been driven by three phenomena:  
1) The continued growth of available computing power made possible with GPUs and ASICs 

freely available via cloud computing.  
2) The availability of extremely large-scale data-sets of images, video, speech and natural 

language for training and testing freely available over the internet 
3) A movement toward challenge-based research on machine learning. 
Challenge based research, in which a community publishes a data set and invites researchers to 
compete in writing code for tasks on this data, has been particularly important in stimulating the 
empirical scientific research driving much of this progress.  
 
The synergistic effects of these three advances has been amplified by the obligation to publish the 
computer code and data used for experiments as a requirement for publication in major scientific 
conferences, and the movement to open access scientific papers with web sites such as arXiv and 
HAL. The result has dramatically lowered barriers to research in machine learning and related areas 
while opening scientific research in these areas to the entire planet.  
 
This movement has dramatically amplified the impact of the discovery of the power of Self-
Supervised learning with Transformers. Since the initial publication in 2017, Transformers and self-
attention [Vaswani et al., 2017], have become the dominant approach for natural language 
processing (NLP) with systems such as BERT [Devlin et al., 2019] and GPT-3 [Brown et al., 2020] 
rapidly displacing more established RNN and CNN structures with an architecture composed of 
stacked encoder-decoder modules using self-attention.  More recently, Transformers have had a 
similar revolutionary impact on Computer Vision, with a flood of transformer inspired computer 
vision techniques that have come to dominate the major conferences and journals. Similar impact 
has been observed in Speech Recognition and recent results have shown that transformers are well 
suited for multi-modal perception combining language and computer vision [Sun et al, 2019]. The 
result is a widespread availability of source code and data for research on multimodal perception 
with transformers. The web sites arXiv and "Papers with Code" and Code examples in Keras 
present the most salient examples of this movement and an excellent educational and tutorial 
resource. In the following, we summarize and provide pointers to some of the more salient 
examples of such resources.  

2. Seminal Transformers 
 
2.1 Attention is all you need  
While attention has long been recognized as fundamental in biological and cognitive vision, its 
potential for machine learning was widely ignored until the appearance of the 2017 NeurIPS paper 
by Vaswani et al [Vaswani et al., 2017].  
 
 A Transformer is a model architecture that eschews recurrence and instead relies entirely on an 
attention mechanism to draw global dependencies between input and output. Before Transformers, 
the dominant sequence transduction models were based on complex recurrent or convolutional 
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neural networks that include an encoder and a decoder. The Transformer also employs an encoder 
and decoder, but removing recurrence in favor of attention mechanisms allows for significantly 
more parallelization than methods like RNNs and CNNs. 
 
Code at:  
https://github.com/tunz/transformer-
pytorch/blob/e7266679f0b32fd99135ea617213f986ceede056/model/transformer.py#L201 
 
https://paperswithcode.com/method/transformer 
 
2.2 BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding 
 
BERT [Devlin 2018], developed by a team at Google, Research is an open source machine learning 
framework for natural language processing (NLP) that interprets ambiguous language in text by 
using surrounding text to establish context. The BERT framework was pre-trained using text from 
Wikipedia and can be fine-tuned with question and answer datasets.  
 
BERT stands for Bidirectional Encoder Representations from Transformers.  BERT is a 
conceptually simple and empirically powerful architecture that employs pre-trained deep 
bidirectional representations from unlabeled text by jointly conditioning on both left and right 
context in all layers. As a result, the pre-trained BERT model can be fine-tuned with just one 
additional output layer to create state-of-the-art models for a wide range of tasks, such as question 
answering and language inference, without substantial task-specific architecture modifications. 
BERT demonstrated the potential of Self-supervise learning using missing token replacement and 
next token prediction. The over all architecture is extremely flexible and is well suited for 
multimodal research.  
 
Official Code 
https://github.com/google-research/bert 

3. Code Examples in Keras 
 
Researchers at Google maintain an extensive repository of several hundred examples of AI systems 
coded in the language Keras using tensor flow. These are an excellent educational and tutorial 
resource for many areas of machine learning, with focused demonstrations of vertical deep learning 
workflows, typically expressed with less than 300 lines of code. Examples are written as Jupyter 
notebooks and can be run in one click in Google Colab, a hosted notebook environment that 
requires no setup and runs on remote cloud-based computing resources. Google Colab includes 
GPU and TPU runtimes programs. 
 
The "Code in Keras" repository contains over 100 examples of Keras code for Computer Vision, 
Natural Language Processing, Structured Data, Times Series, audio Data, Generative Deep 
Learning, Reinforecment Learning, Graph Data, and Quick Keras Recipes.  At the time of this 
writing, approximately 25% of these example concerned the use of Transformers for vision, speech 
or natural language processing, including demo code for BERT, ViT, SWIN, and many other 
classic systems.  
 
Web Site: https://keras.io/examples/ 
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4 Transformers for Computer Vision 
 
4.1 ViT: Vision Transformer 
 
The Vision Transformer (ViT) [Dosovitskiy 2021] is a model for image classification that employs a 
Transformer-like architecture over patches of the image. An image is split into fixed-size patches, 
each of which are augmented with position embeddings and used as input to a standard Transformer 
encoder. As with BERT, classification is performed by the addition of an extra learnable 
“classification token”.  
 
Code at:  
https://github.com/google-research/vision_transformer 
https://paperswithcode.com/method/vision-transformer 
 
4.2 Pyramid Vision Transformer 
 
The Pyramid Vision Transformer (PVT) [Wang 2021], is a type of vision transformer that uses a 
pyramid structure to as a backbone for dense prediction tasks. This allows for more fine-grained 
inputs (4 x 4 pixels per patch) to be used, while simultaneously shrinking the sequence length of the 
Transformer as it deepens - reducing the computational cost. Additionally, a spatial-reduction 
attention (SRA) layer is used to further reduce the resource consumption when learning high-
resolution features. 
 
The entire model is divided into four stages, each of which is comprised of a patch embedding layer 
and a L-layer Transformer encoder. Following a pyramid structure, the output resolution of the four 
stages progressively shrinks from high (4-stride) to low (32-stride). 
 
Tasks:  
Image Classification, Instance Segmentation, Object Detection, Semantic Segmentation 
 
Code at:  
https://paperswithcode.com/method/pvt 
https://paperswithcode.com/paper/pyramid-vision-transformer-a-versatile#code 
 
4.3 Swin Transformer: Hierarchical Vision Transformer using Shifted Windows 
Swin Transformer [Liu 2021], is a hierarchical Transformer whose representation is computed with 
shifted windows. The shifted windowing scheme brings greater efficiency by limiting self-attention 
computation to non-overlapping local windows while also allowing for cross-window connection. 
This hierarchical architecture has the flexibility to model at various scales and has linear 
computational complexity with respect to image size. These qualities of Swin Transformer make it 
compatible with a broad range of vision tasks, including image classification  and dense prediction 
tasks such as object detection and semantic segmentation  The hierarchical design and the shifted 
window approach also prove beneficial for all-MLP architectures.  
 
Tasks:  
Image Classification, Instance Segmentation, Object Detection, Real Teim Object Detection, 
Semantica Segmentation.  
 
The code and models are publicly available at:  
https://github.com/microsoft/Swin-Transformer 
https://paperswithcode.com/paper/swin-transformer-hierarchical-vision 
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4.4 DETR: End-to-End Object Detection with Transformers 
 
DEtection  TRansformer (DETR) [Carion 2020] streamlines the detection pipeline, effectively 
removing the need for many hand-designed components like a non-maximum suppression 
procedure or anchor generation that explicitly encode our prior knowledge about the task. The main 
ingredients of the DETR framework are a transformer encoder-decoder architecture, and a set-based 
global loss-functinos that forces unique predictions via bipartite matching. Given a fixed small set 
of learned object queries, DETR reasons about the relations of the objects and the global image 
context to directly output the final set of predictions in parallel.  
 
The DETR model is conceptually simple and does not require a specialized library. DETR 
demonstrates accuracy and run-time performance on par with the well-established and highly-
optimized Faster RCNN baseline on the challenging COCO object detection dataset. Moreover, 
DETR can be easily generalized to produce panoptic segmentation in a unified manner and 
significantly outperforms competitive baselines.  
 
Tasks: Object Detection, Panoptic Segmentation 
 
Code: Training code and pretrained models are available at:  
https://github.com/facebookresearch/detr.  
 

5. Vision and Language 
5.1 LXMERT: Learning Cross-Modality Encoder Representations from Transformers 
 
Vision-and-language reasoning requires an understanding of visual concepts, language semantics, 
and, most importantly, the alignment and relationships between these two modalities.  LXMERT 
(Learning Cross-Modality Encoder Representations from Transformers) [Tan 2019] is a framework 
to learn vision-and-language connections. LXMERT, builds a large-scale Transformer model that 
consists of three encoders: an object relationship encoder, a language encoder, and a cross-modality 
encoder. LXMERT has the ability to connect vision and language semantics, thanks to pretraining 
with a large number of image-and-sentence pairs, via five diverse representative pre-training tasks: 
masked language modeling, masked object prediction (feature regression and label classification), 
cross-modality matching, and image question answering. These tasks help in learning both intra-
modality and cross-modality relationships. After fine-tuning from our pre-trained parameters, this 
model achieves the state-of-the-art results on two visual question answering datasets (i.e., VQA and 
GQA).   
 
Paper at 
https://arxiv.org/abs/1908.07490 
 
Code:  
https://github.com/airsplay/lxmert 
 
5.2 Language as Queries for Referring Video Object Segmentation 

Referring video object  segmentation  (R-VOS)  [Wu 2022] is  a cross-modal task that aims to 
segment the target object referred by a language expression in all video frames.  R-VOS is a simple 
and unified framework based on the ReferFormer Transformer model .  It views language as queries 
and directly attends to the most relevant regions in the video frames.  A small set of object queries 
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have been conditioned on the language as  the  input  to  the  Transformer. As a result, queries are 
transformed into dynamic kernels which capture the crucial object-level information, and play the 
role of  convolution  filters  to  generate  the  segmentation  masks from feature maps.   Object 
tracking is achieved naturally  by  linking  the  corresponding  queries  across  frames.   

Paper:  
https://arxiv.org/abs/2201.00487 
Code:  
https://github.com/wjn922/ReferFormer 
 

5.3 Multi-class Token Transformer for Weakly Supervised Semantic Segmentation 
 
Multi-class Token Transformer (MCTformer) [Xu 2022] is a transformer-based  frame-work  to  
learn  class-specific  object  localization  maps  as pseudo  labels  for  weakly  supervised  semantic  
segmentation (WSSS). Inspired by the fact that the attended regions of the  one-class  token  in  the  
standard  vision  transformer can be leveraged to form a class-agnostic localization map,  Multi-
class Token captures class-specific attention for discriminative object  localization  by  learning  
multiple  class  tokens  within the transformer.   
 
MCTformer uses multiple class tokens to learn interactions between the class tokens and the patch 
tokens and can successfully produce  class-discriminative  object  localization maps from class-to-
patch attentions corresponding to different  class  tokens.   A  patch-level  pairwise  affinity,  is  
extracted  from  the  patch-to-patch transformer attention and used  to further refine the localization 
maps.  The proposed framework is shown to fully complement the Class Activation Mapping 
(CAM) method,  leading  to  superior  WSSS  results  on the PASCAL VOC and MS COCO 
datasets.    
 
Paper:  
https://arxiv.org/abs/2203.02891 
Code:  
https://github.com/xulianuwa/MCTformer 

6. Audio Transformers 
6.1 AST: Audio Spectrogram Transformer  
 
Audio Spectrogram Transformer (AST) [Gong 2021], demonstrates that neural networks purely 
based on attention are sufficient to obtain good performance in audio classification. AST is the first 
convolution-free, purely attention-based model for audio classification.     
 
Tasks:  
Audio Classification, Audio aging, General Classification, Keyword Spotting 
Code:  
https://github.com/YuanGongND/ast 
 



 6 

7 Multimodal Transformers 
 
7.1 VATT: Transformers for Multimodal Self-Supervised Learning from Raw Video, Audio 
and Text 
 
Video-Audio-Text Transformer (VATT) [Akbari 2021] is a framework for learning multimodal 
representations from unlabeled data using convolution-free Transformer architectures.  VATT takes 
raw signals as inputs and extracts multi- modal representations that are rich enough to benefit a 
variety of downstream tasks. VATT has been trained end-to-end from scratch using multimodal 
contrastive losses. Performance has been evaluted with downstream tasks of video action 
recognition, audio event classification, image classification, and text-to-video retrieval. The result is 
a modality-agnostic, single-backbone Transformer that shares weights among the three modalities. 
VATT has been shown to outperform state-of-the-art ConvNet-based architectures in the 
downstream tasks. 
 
Tasks:  
Action Classification, Action Recognition, Action Recognition win Videos, Audio Classification, 
General Classification, Image Classification, Temporal Action Localization, Text to Video 
Retrieval, Video Retrieval 
 
Paper:  
https://arxiv.org/abs/2104.11178v3 
 
Code: 
https://paperswithcode.com/paper/vatt-transformers-for-multimodal-self 
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