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1 Describing Local Appearance

Appearance is what you see.

We seek a set of K local basis functions, fi(x,y) to describe "appearance" around a
point in an image. Each basis function, fi(x,y) gives an image "feature", x,
describing appearance at the pixel (X,, Yo).

R R

X, = 2 2 p(x, +x,5,+ ) f.(x,y)

x=—Ry=—R

Projection of the image neighborhood P(x,,y,) onto this set of functions gives a
X

" " v Xz
feature" vector for appearance, X =
b

Xk

Ideally these functions should be orthogonal
R

> D fulx, +x3, +NLE)=0 ifnem

x=—Ry=-R
to minimize the number of features. This is not strictly necessary.

Such a basis can be obtained by a Taylor series representation of the image function
P(x) around a point, a:

f(X)=f(a)%fx(x—a)%fm(x—a)z%fm(x—af+---

The basis set for a taylor series is the series of local derivatives.
This is called the "local jet". The local jet is a basis for describing appearance.

Because the image is a sampled signal, we need a kernel filter to compute the local
Jet. The Gaussian function provides a Kernel with many useful properties.
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2 Scale and Rotation Invariant Image Description

The Sampled Gaussian Functions

NGRS

2D Gaussian Receptive Field: G(i,j,0) = %WR (i,j) e 2

where
1 for -R=<i=Rand —R=<j=<R

Well:)) = {0 otherwise
Finite windw, wg(i,j) has N”= (2R+1)* coefficients
Typically: for R should be > 36 . Recommend R=40

(Attention: 1, j are INTEGERS, not complex numbers!)

R R _(+/)

The normalization factor A= E Ee 20 < 2no
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Using the Gaussian to compute image derivatives

For an image P(i, j), the derivatives can be approximated by convolution with
Derivatives of Gaussians

P(i,j)=~P*G (i,j,0)
P(i,j)=P*G,(i,j,0)
P.(i,j)=~P*G (i,}j,0)
P,(i,j)~P*G (i, },0)
P,(i,j)=~P*G,(i,j,0)

Note: it is NECESSARY to specify 0. Small o is not necessarily best.
The Gradient VP(,j) is calculated by P(,j)*VG(,j,0)

) G (i)
where VG(i,j,0) =( (b G))

G, (i,),0)

P.(0,))

Gradient:  VP(,j)= (P i)

o o (P*Gxa,j,a))
=~V(P*G(,j,0)=P*VG(,j,0)=

P*G (i,j,0)
Laplacien: V*P(i,j)=P*V’G(i,j,0) =P, (i,))+P,(i,))= P*G (i,j,0 )+ P*G (i,j,0 )
Gaussian Derivatives are Steerable:

G]B(x,y,o) =cos(0): G (x,y,0)+ sin(0)- G),(x,y,o)
Thus:

Istorder  P°(i,j)=Cos(O)P,(i,j)+Sin(0)P,(, )
2nd order  P’(i,j) = Cos(0)* P,.(i, j)+ Sin(0)’ P,,(i, j) + 2Cos(0)Sin(0) P, (i, j)

3rd order
P{(i,j)=Cos(0)’ P, (i, )+ Cos(0)’ Sin(O)P, (i, j) + Cos(0)Sin(0)’ P, (i, )+ Sin(0)’ P,, (i, ))

xyy Yyy

By steering the derivatives to the local orientation, we obtain an "invariant" measure
of local contrast. We can also "steer" in scale to obtain invariance to size.

Note, we can NOT steer the mixed derivatives, 1.e P,,(i,j)
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3 Image Scale Space

Continuous Case.

Let P(x,y) be the image.
Let G(x, y, 0) by a Gaussian function of scale 0=2°

Image Scale space is a 3D continuous space P(x,y,s)
P(x,y,s) = P(x,y)* G(x, y,0)
Note that the scale axis (s) is logarithmic. s = Log,(0) = Logy(2°)
Scale invariance: If a shape in an image is made larger by D = 2¢
d _~d
p(x,y) > p(x2°, y2')
Then the scale space projection of appearance is shifted by s
P(x,y,s+d) = p(x2°, y29) * G(x2%, y2¢, 2%

Scale
(Resolution)

'y

y
/% — =
. > X

X

The appearance of a pattern in the image results in a unique structure in P(x, y, s).
This structure is "equivariant" in position, scale and rotation.
Translate the pattern by Ax, Ay and the structure translates by Ax, Ay in P(x, y, s).

Rotate by 0 in X, y and the structure rotates by 0 in P(x, y, s).
Scale by a factor of 2°, and the structure translates by s in P(x, y, s).
Scale space :

Separates global structure from fine detail.

Provides context for recognition.
Provides a description that is invariant to position, orientation and scale.

5-5



Discrete Scale Space - Scale invariant impulse response.
In a computer, we need to discretize (sample) X, y, and s.

Let P(i,j) be a discrete representation for P(x,y) = P(1Ax, jJAX)
Suppose P(i,j) is an image array of size M x M pixels.

172 k/2

We propose to sample scale with a step size of Ad=2"" so that 0,=2

Note that scale space "dilates" the Gaussian impulse response by 2°.
P(xy,s) = P(x.y)* G(x,y,2)

As the Gaussian impulse response dilates, the sample density can also dilate.
P(x,y,s) = p(i Axy, ] AXx, k) such that Ax, = K2

For a Gaussian Kernel filter G(i,j,k) = G(x, y, 6,=2""%)

The image pyramid becomes :
P(i,j,k) = p(i 2, j 292, 2¥%) = P(i,j) * G(i 2¥2, j 22, 2K2)
for 1<k <M-+4

(M = Logy( max {width, height} )

Diagonal, Square root of two Sampling
Problem : How can we sample an image for for odd k? Ax = 2% =202y

for k odd, Ax,= {1, 2,4, 8...}
for k even, Ax,= {V2, 2V2, 4V2,8V2, ...}

How ? with the diagonal sampling operator Sy, {}
o o o o —|— o 4+ o
S _{
o o o o "/5{ } o _|_ o _|_
o o o o + o + o
o o o o o + o +
P(x,y) S 5{P(x,y)}
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For k even, the V2 resampling operator, S\,*{}, selects even columns of even rows
and odd columns of odd rows.

For k odd, diagonal sample operator eliminates every second column (starting with
even columns on even rows and odd columns on odd rows). For k odd, resampling
eliminates every second row (odd rows).

S e APLx 1} =

P(x,y) if(x+y)’ Mod2*'=0
otherwise

Data Structure

Log(o)

Il_

The even numbered images are diagonally sampled, eliminating half the pixels.

k=5

k=3 k=4

—

k=1 k=2

MxM pixel Image buffer P=2 MxM pixel pyramid buffer

For an image of size MxM, number of pixels is

P=MxMx (1 +%+Vi+..)=2M
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4 Scale Invariant Pyramid Algorithm
Cost of computing p(i,j,k) 1s

C= OM* (o 1) +H(N D+ (N D+ (Nyges 1))
if we use "seperable" convolution:

P(i,j) * G(i,j, 2%) = P(i,j) * G(i, 2) * G(j, 27)
then

C= O(M*2(No+N;+N,+N3+. . ANy s+ M—4+1)

C= O(M*-2(8+16+32+64+...+ Nya)+6).
Practically, the computational cost is exorbitant.

We can use Cascade Convolution Methods to reduce cost to O(N)

Window Buffer

2D Binomial Convolution
N

2D Binomial Convolution [
N2

+/2 Resample
\/

2D Binomial Convolution |~
N Pyramid

+/2 Resample Buffer
N2

2D Binomial Convolution T
N

\
2D Binomial Convolution |[—

Each binomial convolution provides convolution with G(x,y,1).

Cumulative Variance i1s 1,2,4,8,16,32,64,...

Cumulative standard deviation (o) is 1, \/E , 2, 2\/5 , 4, 4\/5 , 8, 8\/5 , 16, ...
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Using the Pyramid to compute image derivatives

For an image P(i, j), the derivatives can be approximated by convolution with
Derivatives of Gaussians

P(i,j)=~P*G (i,j,0)
P(i,j)=P*G,(i,j,0)
P.(i,j)=~P*G (i,}j,0)
P,(i,j)~P*G (i, },0)
P,(i,j)=~P*G,(i,j,0)

Note: it is NECESSARY to specify 0. Small o is not necessarily best.

With the Pyramid, derivatives can be obtained directly by sum and difference.

P)L(la.]ak) =< P(i’j)an(i9j92k/2)zP(i+laj9k)_P(i_19jak)
P(i,j.k)=<P(i,)),G (i, j,2"*) = P(i, j+1,k) - P(i, j - 1,k)
P_(i,j.k)=<P(i,)),G (i,j,2"*)= P(i+1,j,k)-2P(, j,k)+ P(i-1,j,k)
P (i,j,k)=<P(i,)),G,(i,j,2"")= P(i,j+1,k)-2P(i,j.k)+ P(i, j - 1,k)

P (i,j,k)=<P(,)).G, (i,j.2"*)>
~P(i+1,j+1,k)-PGi-1,j+Lk)-P@i+1,j-1,k)+ P(i—1,j—1,k)

The Gradient VP(,j) is calculated by P(,j)*VG(,j,0)

) G (i)
where VG(i,j,0) =( (b G))

G, (i,),0)

P.(0,))

Gradient:  VP(,j)= (P i)

o o (P*Gxa,j,a))
=~V(P*G(,j,0)=P*VG(,j,0)=

P*G,(i,],0)
Laplacien: V*P(i,j)=P*V’G(i,j,0) =P, (i,))+P,(i,))= P*G (i,j,0 )+ P*G (i,j,0 )

For a pyramid

Diffusion Equation: VG, (i,j,0) = G,.(i,j,0) + G, (i,j,0) = 96(1.J.0)

Jdo
As a consequence: V2G(i,},0) = G(,),0) —G(1,], 0)

This typically requires o©1> 2 o
Thus it is common to use:

VzP(la.])k) = <p(i9j)7V2G(i)j90k)> = P(I)J)k) - P(19J) k_l)
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binomial DOG
--- DOG
— real laplacian

Oriented Derivatives
Gaussian Derivatives are Steerable:

G]B(x,y,o) =cos(0): G (x,y,0)+ sin(0)- G, (x,y,0)
Thus in the pyramid

Ist order P°(i,j,k) = Cos(O)P,(i,j.k)+Sin(O)P,(i, k)

2nd order  P’(i,j,k)=Cos(0)’ P, (i, j,k)+Sin(0) P, (i, j,k)+2Cos(0)Sin(0)P, (i, j k)

3rd order

Pl(i,j,k)=Cos(0)’ P, (i,j,k)+ Cos(0) Sin(0)P,, (i, j,k)+ Cos(0)Sin(0)* P., (i,j,k)+Sin(0)’ P, (i,j,k)

xxy xyy yyy

By steering the derivatives to the local orientation, we obtain an "invariant" measure
of local contrast. We can also "steer" in scale to obtain invariance to size.

Note, we can NOT steer the mixed derivatives, 1.e P,(i,j,k)

Interpolation

A Pligig+1)

/ ﬁM
Pligio) K Bt |

Plig+l.jot+1)

a= p(l() +1’j())_p(i0’j0)

b = p(iy, jo + 1) = p(iy, jy)

c=a+ p(iy, j,+1) = pli, +1,j, +1)

P(e.y) = a(x=i)+b(y= o)+ cCx=iy)(y = jo)+ Pl jo)
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Scale Inerpolation

12 '
=> =

X =X, + f(x1)_f(x3)
" 2(f(x)+ f(x3)=21(x,))

Color Opponent Scale Space

L 033 033 033\ R
(R, G, B) = (L, Cl, Cz) Ci|=|-05 =05 1 G
C> 05 -05 O AB

This representation separates luminance and chrominance.

R+G+B

D

RGB B-W R-G R+G-B

This makes it possible to "steer" the chrominance to an illumination color
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L) (033 033 033\ qR
ci|l=|-05 -05 1 |aG
c.) (05 -05 0 \a,B

We then compute 3 pyramids : L(i,j,k), C,(i,j,k), and C,(i,,k),

This gives us a feature vector for appearance:
!
G
G©
G
G
Gy
G,
|G |

@

<
Il
Il

@y
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5 Scale Invariant Interest Points

Maximal points in the image derivatives provide keypoints.
In an image scale space, these points are scale invariant.

Example: maxima in the lapacian as invariant "interest points"

Recall the Laplacian of the image :

V’P(x,y,s)=P*V’G(x,y,0)= P*G (x,y,0)+ P*G (x,y,0)= P*V’G(x,y,0,) - P*V’G(x,y,0,)
Scale invariant interest points are given by

X(X,y,8) = local —max{V’P(x,y,s)}
X,y,8

Where Local-Max detect points that are larger then all neighboring points within a
radius of size R.

Because V2P(i,j,k) = <P(i,j),V2G(i,j,0¢)> = P(i,j,k) — P(i,j, k—1)
This is referred to as a "Difference of Gaussian" or DoG detector.
We can detect scale invariant interest points as

X(1,3,k)n = Loca.l'; max{V>P(i,j,k)}
L]

with R=2.

Examples:

2500

Laglacian energy

zero crossing of Laplacian at si

F e, ——
° —
AN
10 ‘\ —
r y
5 - \ g
A ] \ /
\
= \
\
40 A\
A\
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Maximally stable scale invariant points are found as :

X(lajak) = Loca,l,z maX{P(i’j’k)_ P(la.]’k - 1)}
L]

Such points are used for tracking, for image registration, and as feature points for
recognition.

The scale of the maximal Laplacian is an invariant at ALL image points.
The scale o;1s an "invariant" for the appearance at P(i,j).

O, = arg—max{P * V’G(i,j,0)}

o, = arg—amax{Vizk P, ))}

0, = arg-max{P(i, j,k) - P(i, jk-1)}
k

Other popular detectors for scale invariant interest points include:

Gradient Magnitude: X(i,j,k)= Local —max{ll P, (i, j,k),P, (i, j.k) I}
L]

: : P.(,j,k) P, j,k)
and Determinant of the Hessian: X(i,j,k) = Local —maxjdet| '
L]

ny(i’j’k) Rvy(i’j’k)

X(i,j.k) = Local —max{P, (i, j,k)P, (i, j. k)= P, (i, j.k)}
L] -
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