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Introduction to the Pointing 2004 Workshop

James L. Crowley

Pointing 2004 has been organized by the European Thematic Network on Face and Gesture Analysis :

FGNet (IST-2000-26434) sponsored by the European Commission's IST Programme.  Each year,

FGnet published a set of benchmark image sequences on some aspect of visual observation of human

activity. Research teams from around the world are invited to test their algorithms on the data set. A

workshop is then organized at a major conference to showcase the results. Previous FGnet

Workshops have included (PETS '02 at ECCV 02, and PETS '03 at ICVS '03).

The theme for the 2004 FGnet workshop is pointing (or deictic) gestures. The network has prepared

video images and sequences of people pointing at targets with their hands and faces. Data has been

prepared by projecting a target on a wall using a steerable video projector. Subject were seated in a

room at a distance of 3  meters from the wall and asked to point at the target with their right hand and

with their face. Video sequences were recorded from four cameras placed at different positions

around the subject. Still images were also obtained for each gesture. For each gesture a ground truth

was automatically recorded in the form of the known target position. Participants have been invited to

compete in recognizing or estimating the target position with four categories of data:  Stereo image

pairs of hand pointing. Monocular images sequences of hand pointing, monocular images of face

pointing. A third data set has been included in which pointing gestures are observed from a hat

mounted camera. Two sets of sequences and still image sets have been published on the workshop

web site.  Ground truth data has been provided for the first set, but withheld from the second.  For

each image or sequence, participants have been invited to determine: precision of target estimation and

probability of failure.

The workshop has been organized with three objectives:

1) To provide encourage comparative evaluation of vision techniques.

2) To encourage the definition and use of new metrics for performance evaluation.

3) To provide a publically available benchmark by which future algorithms may be compared.

The data sets will remain available via the Fgnet web site:  http://www-prima.inrialpes.fr/FGnet/.
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The Pointing'04 Data Sets
Julien Letissier, Nicolas Gourier

The Pointing '04 Head-Pose Image Database

The head pose database consists of 15 sets of images. Each set contains of 2 series of 93 images of

the same person at different poses. The first serie is used for learning, the second is for testing. There

are 15 people in the database, wearing glasses or not and having various skin color. The pose, or

head orientation is determined by 2 angles (h,v), which varies from -90 degrees to +90 degrees. Here

is a sample of a serie :

Figure 1. A Sample from the Face Pose Data Set

(http://www-prima.inrialpes.fr/Pointing04/data-face.html)

Each file tar.gz contains one serie of 93 images and has an approximative size of 1MB. For example,

the file Person05-2.tar.gz is the second serie of the person number 5. All images are in JPEG

format. There are a few examples of series in MPEG format. The file Front.tar.gz consists of 30

frontal images of persons of the database. This serie is useful to learn or to test on frontal images.

Filenames are constructed according the following grammar :

personne[PersonID][Serie][Number][VerticalAngle][ HorizontalAngle].jpg

where :

PersonID = {01, ..., 15}: stands for the number of the person.

Serie =  {1, 2} stands for the number of the serie.

Number = {00, 01, ..., 92} the number of the file in the directory.

VerticalAngle = {-90, -60, -30, -15, 0, +15, +30, +60, +90}

HorizontalAngle = {-90, -75, -60, -45, -30, -15, 0, +15, +30, +45, +60, +75, +90}

Negative values Positive values

Vertical Angle Bottom Top

Horizontal Angle Left Right

1



For example, file personne08123-30+45.jpg :

PersonID = 08,  Serie = 1, Number = 23, VerticalAngle = -30, HorizontalAngle = +45

In case the vertical angle is -90 or +90, the person is looking at the bottom or the top, and then the

horizontal angle is 0. Each serie contains therefore 7 x 13 + 2 x 1 = 93 images.

Image Acquisition

All images have been taken using the FAME Platform of the PRIMA Team in INRIA Rhone-Alpes.

To obtain different poses, we have put markers in the whole room. Each marker corresponds to a

pose (h,v). Post-it are used as markers. The whole set of post-it covers a half-sphere in front of the

person.

In order to obtain the face in the center of the image, the person is asked to adjust the chair to see the

device in front of him. After this initialization phase, we ask the person to stare successively at 93

post-it notes, without moving his eyes. This second phase just takes a few minutes. All images are

obtained by using this method.

Figure 2a Overhead View Figure 2b Side View

Figure 3.  The FAME Augmented Meeting Environment
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2. Pointing Gestures: video sequence database

The database consists of 8 video sequences of people successively pointing at different positions on a

whiteboard with a finger. Each person is recorded twice, once with a known ground truth of pointed

positions, once with a hidden ground truth. The author (Julien Letessier) can be contacted for details

not mentioned here.

Figure 4a Overhead view of the environment. Figure 4b. Four camera view of the
environment

Capture setup

The sequences are captured in the FAME Augmented Meeting Environment of project PRIMA,

laboratory GRAVIR, at INRIA Rhône-Alpes, Grenoble, France. They are taken simultaneously from

four ceiling cameras oriented towards the user.

Script

Each capture sequence follows the following script:

the user

1. enters the office and sits;

2. clicks to display a pattern on the desk (for synchronization purposes);

3. successively points 8 different positions on the whiteboard;

4. stands up and exits the office.

Lighting conditions

Scene illumination roughly consists of 60% natural diffuse light and 40% neon light.

Capture

Capture is performed using video4linux and ffmpeg from a 25Hz, non-interleaved PAL stream at CIF

size (352x288 pixels). The four view are synchronized a posteriori; the maximum delay between two

different view is one frame (40 ms).

3



data set

All of the data may be gound at http://www-prima.inrialpes.fr/Pointing04/data-hand.html .

Quadriscopic videos of each capture are provided, in an downsampled and compressed format, for

reference purposes. These videos are labeled with a frame counter in the upper left corner, and the

sequence name in the lower left corner.

The videos are named _montaged-<a><b>.avi, where <a> is the capture ID of the filmed person and

<b> is 1 for the sequence where the ground truth is known, and 2 when the ground truth is hidden.

These videos were assembled with ImageMagick-5.5.7 and compressed in mpeg4 format with

ffmpeg-0.4.8.

Image sequences

The sequences are provided as a set of tarballs containing zlib-compressed PNG format images. The

tarballs are named sequence-<a><b><c>.tar, where <c> is the view ID and <a> and <b> have the

same meaning as above. They contain a directory named sequence-<a><b><c>, which itself contains

a set of frame-<n>.png image files (<n> is a four-digit integer).

The sequences are also provided as heavily-compressed mpeg4 videos, named sequence-

<a><b><c>.avi (same conventions). The PNG files were generated and compressed from raw PPM

files using ImageMagick.

Geometric information

Correspondences between points in world coordinates and points in view coordinates are provided in

the geometry.txt file (tab-separated format). Column 1 gives the point names, columns 2-5 give the

coordinates in each of the views (point 0,0  is in the lower left of a view), and column 6 gives the

world coordinates. The office-map.pdf is a top-down map of the office with axes and coordinates (in

centimeters).

Ground truth

The ground truth is provided for sequences where <c> is 1. In file ground-truth.txt is a list of frame

indices where the user points to a known position. This ground truth could be used e.g. for system

calibration. The points are the corners of the room's whiteboard and the midpoints of the

whiteboard's borders.
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A Two-level Pose Estimation Framework Using Majority Voting of Gabor Wavelets 
and Bunch Graph Analysis 

 

Junwen Wu, Jens M. Pedersen, Duangmanee (Pew) Putthividhya, Daniel Norgaard and Mohan M. Trivedi 
Computer Vision and Robotics Research Lab, University of California, San Diego,  

La Jolla, CA 92037, USA 
{juwu, mejdahl, putthi, norgaard, mtrivedi}@ucsd.edu

Abstract 
In this paper a two-level approach for estimating face 
pose from a single static image is presented. Gabor 
wavelets are used as the basic features. The objective 
of the first level is to derive a good estimate of the 
pose within some uncertainty. The objective of the 
second level processing is to minimize this uncer-
tainty by analyzing finer structural details captured 
by the bunch graphs. The first level analysis enables 
the use of rigid bunch graph. The framework is 
evaluated with extensive series of experiments. Using 
only a single level, 90% accuracy (within ±15 de-
gree) and over 98% (within ±30 degree) was 
achieved on the complete dataset of 1,395 images. 
Second level classification was evaluated separately 
for all the poses; the overall accuracy is 58.02%  

1 Introduction 
Human-computer interaction is an active research 
topic in computer vision and intelligent systems. The 
essential aim is to determine human’s identity and 
activity in different environment settings [1-2]. De-
velopment of practical systems for intelligent envi-
ronments can utilize gestures, pointers or the direc-
tion in which a person's face is pointed to identify an 
area of interest [3]. The top right image in Fig.1 illus-
trates the face-pointing problem. Face pose is deter-
mined uniquely by both the pan angel β and the tilt 
angle α. The top left and bottom two images give 
some typical application scenarios for face pointing. 

Existing pose estimation algorithms can be catego-
rized into one of the following two classes: 3D pose 
estimation and 2D pose estimation. The difference 
comes from the input. For 3D pose estimation, in 
general multiple frame input is available; while for 
2D pose estimation, usually the input is static frame. 
The face-pointing problem we solve in this paper 
falls into this category.  For 3D pose estimation, the 
input could be subsequent frames from a time se-
quence [4-6], from which the motion of the face, in-
cluding scaling, translation and rotation, can be ob-
tained by head tracking. This can be used for a vari-

ety of computer vision systems. In our own research 
we have considered this in the context of an intelli-
gent meeting room [1], intelligent vehicles [7], and 
wide area surveillance [8]. The input could also be 
stereo pair of the face images [9]. Correspondences 
between the stereo pair are established from salient 
facial features, using which the depth map can be 
reconstructed. The 3-D coordinates of the salient fa-
cial features are estimated hence after to determine 
the face pose.  

The 2D pose estimation problem poses a different 
challenge. Researchers have put many efforts to in-
vestigate the problem [10-12]. However, most efforts 
are not sufficient for face pointing due to insufficient 
resolution of the estimation. For face pointing appli-
cations, both the pan angle and the tilt angle need to 
be estimated in a fine scale.  

2 Face pose estimation framework 
The proposed solution for the face pose estimation is 
a two-level pose estimation scheme in a coarse-to-
fine fashion. The first level is a multi-resolution sub-
space analysis level, which provides an estimate of 
the pose based on a holistic analysis of the image. 
The second level is a structural landmark analysis, 
where structural information formed by local salient 
features provides the necessary detail for a finer pose 
assessment, refines this estimate. Fig.2 outlines this 

Figure 1. Illustration of face pointing problem and 
possible applications 



flow. The two-level approach is based on the ration-
ale that visual cues characterizing facial pose has 
unique multi-resolution spatial frequency and struc-
tural signature.  
The multi-resolution subspace analysis level has the 
objective of deriving pose estimates with some uncer-
tainties. In Fig.2 (a) and (b) the training and classifi-
cation for the multi-resolution subspace analysis are 
detailed. The face regions of the training images are 
transformed to the multiscale spatial-frequency do-
main by Gabor wavelet transform. These regions are 
from manually cropping to avoid error from align-
ment. However, automatic cropping can be realized 
with face detection algorithms [13-14], followed by 
alignment or image registration. Nearest prototypes 

in the projected subspaces are used for the first level 
classification. Kernel Discriminant Analysis (KDA) 
[15] and Principal Component Analysis (PCA) are 
used to find the best subspace descriptors. In the 
training procedure, for each filter response at every 
pose, a prototype is built by taking the corresponding 
mean. In the classification procedure, for each corre-
sponding filter response, a class label can be obtained 
by nearest prototype matching. The class labels from 
multiple filter banks are fused by majority voting. 
The multi-resolution subspace classification provides 
pose estimation with some uncertainties, which is 
correct up to ±15 degree around the true pose.  
To refine the estimate from the multi-resolution sub-
space analysis, a structural landmark based classifica-
tion technique is used. A rigid face bunch graph, as 
proposed in [16-17], is constructed as a template for 
each pose and a matching scheme based on a normal-
ized correlation score is employed. Bunch graph rep-
resentation captures the essential geometric configu-
rations of a set of salient facial components .The 
nodes of the graphs are calculated using Gabor Jets 
on facial components, which is a vector of magni-
tudes of Gabor wavelet filter responses of different 
frequencies and orientations. The classification from 
the multi-resolution subspace analysis serves to find a 
subset of the rigid bunch graphs template. By tem-
plate matching the best pose within the specified sub-
set is found, as sketched in Fig.2(c) and (d). 
The data sets used for evaluating this approach are 
provided by the organizers of the Pointing ’04 work-Figure 3. Example of all the poses in FGNet Pointing’04 data-

set 

Figure 2. Two-level face pose estimation framework 



shop. In the dataset 15 subjects are present and as-
suming poses in varying orientations. The orientation 
varies in 15 degree pan angle intervals from profile to 
profile, -90 to 90 degrees. The tilt angle jumps with 
15 degrees for 0,15,30. Then the gap is increased to 
30 degrees, jumping to a tilt angle of 60 degrees. 
Similarly for negative tilt angles. In addition to these 
91 poses, two extreme poses with tilt angles of ±90 
degrees and a pan angle of 0 degrees are also in the 
data set, ending up with a total of 93 poses. This is 
duplicated so two such pose configurations exist for 
each test subject, namely training and testing set. For 
simplicity, each pose is labeled as shown in Fig.3. 

3. Face pose estimation approach 
The following sections describe the details of the 
two-level approach. In section 3.1, the feature extrac-
tion algorithm is shown. In section 3.2, the details of 
the classification strategy are described. 

3.1 Multi-resolution feature extraction 
Frequency domain analysis techniques have a nice 
property in extracting the structural features as well 
as suppressing the undesired variations, such as 
changes in illumination, changes in person identity, 
etc. However, frequency domain representation has 
its own disadvantage: The localization information is 
lost. Naturally, people will seek a joint spatial fre-
quency representation. Gabor wavelets are one such 
solution. Gabor wavelets are recognized as being 
good feature detectors since optimal wavelets can 
ideally extract the position and orientation of both 
global and local features [18] as well as preserving 
frequency information.  
3.1.1 Gabor wavelet transform 
Gabor wavelet transform is a convolution of the im-
age with a family of Gabor kernels. All Gabor ker-
nels are generated by a mother wavelet by dilation 

and rotation. The mother wavelet is a plane wave 
generated from a complex exponential and restricted 
by a Gaussian envelop. In equation (1) - (3), a DC-
free mother wavelet is given [16-17]: 
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where ( )xkB ,  is the Gaussian envelop function re-

stricting the plane wave, ( )xki
rr
⋅exp  is the  complex-

valued plane wave and ( )2exp 2σ−  is the DC-
component. The set of Gabor kernel can be given as: 
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where ( )ϕ,kk =
r

 is the spatial frequency in polar 
coordinates and ( ) [ ]ϕϕϕϕϕ cossin;sincos −=ℜ .                

DC-free versions of Gabor kernels are of great inter-
ests to the researchers in computer vision area due to 
their invariance property to the uniform background 
illumination change [16-17]. Only the magnitude of 
the wavelet transformation is because the phase re-
sponse is highly sensitive to the non-perfect align-
ment of the data. In our implementation, for PCA, a 
family of Gabor kernels with 48 spatial frequencies is 
used (6 scales and 8 rotations); while for KDA only 
the first 24 spatial frequencies are used for best per-
formance.  We also use the whole 48 filters, however 
the performance is a little bit worse than that from the 
first 24, yet still much better than that for PCA 
(89.7% v.s.85.16%). Example of the transformed data 
is shown in Fig.4. 
3.1.2 Feature selection in transformed domain  
The wavelets transform representation suffers from 
high dimensionality. Subspace projection is used to 
reduce the dimension as well as extracting the most 
essential information. Two different subspaces are 
used individually, and their performance is com-
pared. One is the PCA subspace projection, and an-
other is the KDA. The former is a widely used 
method in subspace feature extraction. It aims to find 
the subspace that describes most variance while sup-
press known noise as well as possible. It is computed 
by first calculating the covariance matrix: 
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Alternately, the principal components is computed by 
solving the Eigenvalue problem of: 

Figure 4. Examples of the Gabor wavelet transform. For
both (a) and (b): the leftmost images are the original images;
the middle images are the filter responses for the 17th Gabor
kernel; the rightmost images are the filter responses for the
33rd Gabor kernel.  

(b) (a) 



   λVV =Σ ,    (6) 
where ( )Ddiag λλ ,,1 L=Λ  is a diagonal matrix 
whose elements Dλλλ ≥≥≥ L21  are the Eigenval-
ues of Σ . [ ]DvvvV ,,2,1 L=  is the matrix whose col-
umns are the corresponding eigenvectors. Hence, the 
reduced PCA subspace is formed by the first 

DM < eigenvectors. However, since PCA is a linear 
transformation from second order statistics, it is 
clearly beyond its capabilities to extract the non-
linear structure or the higher order statistics of the 
feature space. Also, the first principals will probably 
not reveal the most discriminating structure of the 
underlying class information. This introduces the 
KDA, which is a non-linear variant of the classical 
Linear Discriminant Analysis (LDA) [14-[15]. For 
LDA, it finds the projection according to the Fisher’s 
criterion, which maximize the Rayleigh coefficient: 
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with respect to w. BS  and wS  are the between class 
scatter matrix and within class scatter matrix respec-
tively, which is defined as follows: 
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where µ  is the total mean, µk  is the k-th class mean 
and kI denotes the size of class k. KDA is created 
by projecting the input data non-linearly into a kernel 
feature space F, and within this applying Fisher’s 
criterion, equation (7), thus yielding a non-linear dis-
criminant in the input space. To form the KDA, w is 
expressed in terms of the projected input data x: 
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where )( ixΦ  is the non-linear transform and N is the 
size of the dataset. Now the definition of the class 
mean vector µk in equation (8) can be rewritten as  
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tion and kN  is the size of class k . In our application, 
we use the Gaussian kernel. By defining  
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where Kk is a kNN × matrix centered kernel matrix 
of class k and k1 is a matrix with all entries 1/ kN , the 
Fisher Discriminant Analysis in the feature space F 
can be rewritten as:  
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Equivalent to the algorithm in the input space, the 
maximizing problem is solved by finding the Eigen-
values of MN SS 1− , and the feature space projection 

AU  by selecting the first DM < eigenvectors. 
Hence the KDA projection is obtained by: 

xA KUy T= ,                               (15) 

where ( ) ( )( )Nx xxKxxKK ,,,, 1 L= . The projected 
vectors y  in the subspace are the features we use. 
The non-linear properties can be seen in Fig.5, where 
both the PCA and KDA feature space representations 
are illustrated for comparison in a binary nonlinear 
classification problem. As can be seen the PCA is not 
able to produce a more discriminating representations 
due to the non-linearity of the data, whereas the KDA 
transforms the data into two well-separated clusters. 
3.2 Classification 
Two-level classification scheme is proposed. In the 
first level, the pose is estimated with localization 
ability up to 15±  degree in both pan and tilt, corre-
sponding to a 33×  neighborhood around the true 
pose position. Resultantly, in the second level the 
problem conforms to a 9-class classification problem 

Figure 5. Projection of non-linear data classification prob-
lem, with PCA (left) and KDA (right).  



instead of a 93-class one. This makes it feasible to 
use rigid bunch graphs to refine the estimation. 
3.2.1 Multi-resolution subspace classification 
by majority voting 
We use the nearest prototype as the basic classifier 
for the first level classification. For every Gabor 
wavelet response, class mean in the transformed fea-
ture subspace is calculated and used as the prototype. 
For every Gabor kernel, we can get a basic classifier. 
Therefore, there are M basic classifiers altogether, for 
PCA subspace, M=48 while for KDA subspace, 
M=24. Assuming that all Gabor wavelets are equally 
important for the pose estimation, we use the major-
ity voting to determine the pose.  
The prototype of each class is given by the mean of 
the training samples in the projected subspace:  
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The classification result is given by: 
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Both the feature set from PCA and KDA are used for 
the first level classification, for performance com-
parison. 
3.2.2 Structural landmark analysis by bunch 
graph template matching 
The coarse pose estimation is refined in the second 
level. The use of Gabor filter responses computed 
from the entire face image poses certain drawbacks to 
the problem of accurate pose estimation. Due to a 
small difference between neighboring poses, PCA 
and KDA might not be able to select the features that 
best discriminate poses that are strikingly similar. In 
this section, we present a geometrical structure based 
approach which exploits accurate localization of sali-
ent features on a human face, e.g. pupils, nose tip, 
corners of mouth, and etc. together with their geo-
metric configuration to aid in pose classification. The 
motivation behind the use of geometric relationships 
between salient points on a face lies in an observation 
that with different degrees of rotation (both in the pan 
and tilt directions), the relative distances between 
salient points correspondingly change. In this step, 

we applied face bunch graph algorithm [16-17] to 
first accurately locate a predefined set of salient fea-
tures on a face. For each pose, we construct a tem-
plate that captures the essential geometric configura-
tion of the salient features. Using a simple template 
matching scheme, the template that results in the 
highest similarity score is declared a match. 
3.2.2.1 Face representation & Model Graph Gen-
eration 
The basic object representation applied is labeled 
graph. In our implementation, we adopt the same 
representation of face bunch graph as used in [16-17]. 
A face is represented as a graph with nodes formed 
by Gabor jets of 5 scales and 8 orientations at salient 
facial components.  The nodes are connected and 
labeled with distance information. For each pose, a 
model graph is generated. First, the issue of which 
salient points on a face to be used as nodes is ad-
dressed. In the frontal parallel view case as shown in 
the leftmost image of Fig.6, 19 nodes are selected. In 
a more oblique view in the middle and right images 
of Fig.6, only 13 nodes are used. A face bunch graph 
is constructed by bundling the graph from each train-
ing image together and computing the average rela-
tive distance between nodes. 
3.2.2.2 Similarity Measurement 
Matching between different graphs is done by evalu-
ating the similarity between the ordered Gabor jets 
[16-17]. Normalized cross correlation is used as the 
similarity function, where ( )fxi  corresponds to the 
magnitude response of ith node at fth filter and 

( ) ( )( )fiii NxxJ ,,1 L=  is the Gabor jet for ith  nodes: 
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A graph similarity between an image graph, GI, and 

the face bunch graph of a particular pose, B, is com-
puted by searching through the stacked model graph, 
Bm, for each node to find the best fitting jet in the 
bundle that maximizes the jet similarity function. The 

Figure 6. Examples of the face bunch graph 



multi-resolution subspace classification results enable 
us to confine the graph to be rigid and limit the 
matching process in a small subset of the graph tem-

plates. The average response over all the nodes nN  is 
used as the overall graph similarity measure.  
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3.2.2.3 Template Matching  
In second-level pose classification, we attempt to 
refine the classification results from multi-resolution 
subspace analysis. Multi-resolution subspace analysis 
gives the estimation with an uncertainty of ±15 de-
gree. It gives the possible 3x3 region (9 poses) that 
the pose falls in. In the matching stage, the face 
bunch graph for the test image is constructed and 
compared with the model face bunch graphs from the 
9 poses. The pose with the highest similarity score 
gives the final pose estimation. 

4 Experimental results and analysis 
Experimental results from both levels are discussed 
individually. The integrated performance evaluation 
is still under investigation. It may also require an-
other dataset with more precise ground-truth. 

4.1 Classification in multi-resolution sub-
space classification 
The purpose of the first level is to localize the poses 
at the accuracy up to the NN × sub-window around 
the true pose. The accuracy is evaluated according to 
this purpose: if the pose estimation falls out of the 

NN × sub-window around its true value, it is deter-
mined as falsely classified. In our implement N=3 is 
used. Bigger N gives better accuracy, however, the 
localization ability is weaker, which will cause more 
difficulty for the second level refinement. In Fig.7 the 
errors from PCA (48 filters) and KDA (24 filters) are 
shown respectively. PCA subspace projection can 
give us a total accuracy of 85.16%, whereas KDA 
enhances the performance to 90.61%.  To get a better 
understanding of how these errors distributed, we 
also evaluated the error on the 5x5 sub-windows, 
corresponding to ±30 degree uncertainty. The results 
are shown as the right diagrams in Fig.7. The PCA 
gives a total accuracy of 97.71%, while KDA gives 
98.71%. It shows that only few samples have large 
estimation deviation from its true value.  
4.2 Refinement by structural landmark 
analysis 
The refinement step works on classifying poses in a 
window of 3x3 neighboring poses as seen in Fig.8. 
The accuracy (out of 15 testing images) for each pose 
is summarized in Table 1. Pose 0 and pose 92 is not 
considered in the second level refinement because 
these twp poses can be determined without uncer-
tainty from the multi-resolution subspace classifica-

 

Figure 8. Examples of face bunch graphs in the 3x3
neighboring poses to be examined in the second level. 

(a) 

(b) 

Figure 7. Results evaluated for the first level classification in
PCA and KDA subspaces. The middle row (a) gives the error
in the PCA subspaces of 48 wavelets. The left figure evaluates
the localization ability up to the 3x3 sub-window around the
true pose, which corresponds to ±15 degree; the right figure
evaluates error on the localization ability up to 5x5 sub-
window around the true pose, which corresponds to ±30 de-
gree. The bottom row gives the similar performance evaluation
for the KDA subspace (Gaussian) kernel. 

85.16% 

90.32% 98.71% 

97.71% 



Table 1. Second-level refinement
# % # % # % # % 
0 --- 24 46.7 48 80.0 72 66.7 
1 40.0 25 46.7 49 73.3 73 93.3 
2 46.7 26 40.0 50 67.7 74 66.7 
3 33.3 27 53.3 51 60.0 75 80.0 
4 33.3 28 66.7 52 60.0 76 46.7 
5 66.7 29 53.3 53 33.3 77 53.3 
6 73.3 30 53.3 54 66.7 78 73.3 
7 46.7 31 60.0 55 60.0 79 26.7 
8 73.3 32 46.7 56 26.7 80 73.3 
9 46.7 33 60.0 57 66.7 81 53.3 
10 20.0 34 66.7 58 66.7 82 67.7 
11 26.7 35 60.0 59 60.0 83 53.3 
12 46.7 36 40.0 60 73.3 84 86.7 
13 26.7 37 33.3 61 60.0 85 73.3 
14 53.3 38 46.7 62 40.0 86 86.7 
15 40.0 39 53.3 63 46.7 87 40.0 
16 80.0 40 60.0 64 26.7 88 46.7 
17 66.7 41 86.7 65 40.0 89 33.3 
18 73.3 42 66.7 66 66.7 90 60.0 
19 66.7 43 86.7 67 60.0 91 67.7 
20 53.3 44 80.0 68 73.3 92 ---- 
21 73.3 45 86.7 69 73.3   
22 53.3 46 66.7 70 60.0   
23 53.3 47 66.7 71 86.7   

tion. The overall accuracy for 91 poses is 58.02%, 
while the accuracy for each individual pose has a 
large variance from 20% to 93.3%. The results show 
that face bunch graph template matching is a promis-
ing candidate for the structural landmark refinement. 
However, the final performance needs to be evalu-
ated by integrating multi-resolution subspace analysis 
and structural landmark analysis together. This work 
is still under investigation. The number of nodes used 
in the template graphs ranges from 13 to 19. For near 
frontal poses where more salient facial features are 
visible, more nodes are selected, while for poses with 
oblique views a fewer number of nodes is used. After 
analyzing some mis-classification results, we have 
concluded that some errors arise from the use of tem-
plates with inadequate structural details. This prob-
lem could potentially be fixed by adding more nodes 
and edges. Several misclassification errors result 
from the inherent ambiguity in both the training and 
the testing images. As seen in the Fig.9, in the left-
most image pair, these two poses are supposed to be 
different by 15 degrees in the pan and tilt direction, 
which obviously is not the case. Again in the right 
image pair, the 15-degree angle difference is not ap-
parent.  Fig.10 shows a diagram of error distribution 
over all poses.  It is observed that the best accuracy 
appears at the near frontal positions where more 
nodes are used to construct the model graphs, hence 
more discriminating template structures. The close-
to-extreme positions also yield high accuracy classi-
fication. This outcome is expected since fewer ambi-
guities are present for those poses. 

5 Conclusion and discussions    
In this paper we discussed a two-level approach for 
estimating face pose from a single static image. The 
rationale for this approach is the observation that 
visual cues characterizing facial pose has unique 
multi-resolution spatial frequency and structural sig-
natures. For effective extraction of such signatures, 
we use Gabor wavelets transform as basic features. 
For systematic analysis of the finer structural details 
associated with facial features, we employ rigid 
bunch graphs. The first level of the approach has the 
objective of confining the estimation into a smaller 
range; therefore rigid bunch graph is sufficient in the 
second level refinement. Bunch graph exploits the 
structural details in the facial features, which makes it 
capable for pose location refinement Extensive series 

of experiments were conducted to evaluate the pose 
estimation approach. Using only a single level, 90% 
accuracy (within ±15 degree) was achieved on the 
complete dataset of 1,395 images. Second level clas-
sification was evaluated for the subsets of poses with 
a total accuracy of 58.02%, without any uncertainty. 
This result might benefit from using more nodes, and 
is therefore identified as a future research area. Hav-
ing verified the basic efficacy of the proposed ap-

Figure 9. Example of the ambiguity in data 

Figure 11. Preliminary results about facial landmark based
face region registration. The markers in different colors
show the detected predefined landmarks. Image data are
from FERET database [20].  

Figure 10. Error distribution for structural landmark analy-
sis classification. The legend is different from Fig.7 to make
it more visible. 

100% 0% 

58.02%



proach, further research for improving the computa-
tional performance and for evaluation using data sets 
with more precise ground truth information is de-
sired. Currently automated face alignment algorithm 
based on face landmark detection is under investiga-
tion and some preliminary results give promising 
results, as shown in Fig.11.  
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Abstract

In this paper we report the results of a neural network
based approach to head pose esimtation on the evaluation
data set provided for the Pointing04 ICPR workshop. In the
presented approach, we use neural networks to estimate a
person’s horizontal and vertical head orientation from fa-
cial images, which automatically were extracted from the
provided data set.

With our approach, we achieved an average estimation
error of 9.5 degrees for pan and 9.7 degrees for tilt estima-
tion with a multi-user system that was trained on images
from all 15 people in the database..

1 Introduction

In recent years many researchers have addressed the
problem of vision-based estimation of a person’s head ori-
entation (or head “pose”). Related work can be categorized
in two approaches: model based approaches and appear-
ance based approaches: In model-based approaches, usu-
ally a number of facial features, such as eyes, nostrils, lip-
corners, have to be located. Knowing the relative positions
of these facial features, the head pose can be computed
[2, 9, 3]. Detecting the facial features, however, is a chal-
lenging problem and tracking is likely to fail. Appearance
based approaches either use some kind of function approxi-
mation technique such as neural networks [1, 6, 5], or a face
database [4] to encode example images. With appearance
based approaches no facial landmark detection is needed,
instead the whole image of the face is used for classifica-
tion.

In the Interactive Systems Lab, we have investigated
both approaches. We employed purely neural network
[6, 10] and model-based approaches to estimate a user’s
head pose [9].

In our work we found that robust head pose estima-
tion results could be acchieved using an appearance based
approach, where head pose is estimated from facial im-
ages using neural networks. This approach has proven
to work well on high-resolution facial images as well as
low resolution facial images captured with omnidirectional

cameras[11, 7].
In this work we report the results of the neural network

based approach to head pose esimtation on the evaluation
data provided for the Pointing04 ICPR workshop.

2 Estimating Head Pose Using Neural Nets

A major advantage of using neural networks to estimate
head pose as compared to using a model based approach is
its robustness: With model based approaches to head pose
estimation [2, 9, 3], head pose is computed by finding corre-
spondences between facial landmarks points (such as eyes,
nostrils, lip corners) in the image and their respective lo-
cations in a head model. Therefore these approaches rely
on tracking a minimum number of facial landmark points
in the image correctly, which is a difficult task and likely to
fail. On the other hand, the neural network-based approach
doesn’t require tracking detailed facial features because the
whole facial region is used for estimating the user’s head
pose. This also allow for head pose estimation on facial
images of low resolution.

In our approach we are using neural networks to estimate
pan and tilt of a person’s head, given preprocessed facial
images as input to the neural net. This approach is similar
to the approach described by Schiele and Waibel [6].

However, the system described in [6] estimated only
head rotation in pan direction. In this research we use neu-
ral network to estimate head rotation in both pan and tilt
directions. Rae and Ritter [5] describe a user dependent
neural network based system to estimate pan and tilt of a
person. In their approach, color segmentation, ellipse fit-
ting and Gabor-filtering on a segmented face are used for
preprocessing. They report an average accuracy of 9 de-
grees for pan and 7 degrees for tilt for one user with a user
dependent system.

In our previous work we have reported head pose estima-
tion results on good resolution facial images, captured with
a pan-tilt zoom camera [8, 10] as well as on low resolution
images captured with an omnidirectional camera [11, 7].
Figure 1 shows some sample images used in our previous
work. On both good resolution images and low resolution
images, head pose estimation results with average estima-
tion errors of less than 4 degrees for pan and tilt for multi-
user systems (12 users) were achieved. For new users, av-



a) b) c) d)

Figure 1. Sample images used in our previous work on head pose estimation. Images c) and d) were
captured with an omnidirectional camera [11].

Figure 2. Sample images from the Pointing’04 head
pose data base.

erage errors of less than 10 degrees for pan and tilt were
achieved.

In the remainder of this section, we present our approach
in detail and report the head pose estimation results on the
data provided for the Pointing04 ICPR workshop.

2.1 The Pointing04 Workshop Head Pose Data
Base

The database used for this evaluation consists of 15 sets
of images. Each set contains of 2 series of 93 images of
the same person at different poses. The first serie is used
for learning, the second is for testing. There are 15 people
in the database, wearing glasses or not and having various
skin color. The pose, or head orientation is determined by 2
angles (h,v), which varies from -90 degrees to +90 degrees.
A sample of a serie is depicted in Figure 2.

The images for this database have all been collected
within the FAME project by the PRIMA Team in INRIA
Rhone-Alpes. To obtain different poses, markers were put
in the whole room, which correspond to certain poses (h,v)
and at which the subjects had to look during data acquisi-
tion. Further details about the data set and the acquisition
of the data can be found on the workshop website.

2.2 Preprocessing of Images

To locate and extract the faces from the collected images,
we use a statistical skin color model [12]. The largest skin
colored region in the input image is selected as the face.

We have investigated two different image preprocessing
methods as input to the neural nets for pose estimation [8]:
1) Using normalized grayscale images of the user’s face as
input and 2) applying edge detection to the images before
feeding them into the nets.

In the first preprocessing approach, histogram normal-
ization is applied to the grayscale face images as a means
towards normalizing against different lighting conditions.
No additional feature extraction is performed. The normal-
ized grayscale images are down-sampled to a fixed size of
20x30 pixels and then are used as input to the nets. In the
second approach, a horizontal and a vertical edge operator
plus thresholding is applied to the facial grayscale images.
The resulting edge images are down-sampled to 20x30 pix-
els and are both used as input to the neural nets.

Since in our previous work we obtained the best results
when combining the histogram normalized and the edge im-
ages as input to the neural nets , we are only presenting re-
sults using this combination of preprocessed images as in-
put to the neural net here. Figure 3 shows the preprocessed
images of a user’s faces.

Figure 3. Preprocessed images: normalized
grayscale, horizontal edge and vertical edge im-
age (from left to right)

2.3 Neural Net Architecture, Training and Results

We have trained separate nets to estimate head pan and
tilt. For each net, a multi-layer perceptron architecture with



one output unit (for pan or tilt), one hidden layer with 20 to
80 hidden units and an input retina of 20x90 units for the
three input images of size 20x30 pixels. Output activations
for pan and tilt were normalized to vary between zero and
one. Training of the neural net was done using standard
back-propagation.

2.3.1 Results with Multi-User System

To train a multi-user neural network, we divided the data set
of the 15 users into a training set consisting of 2232 images
(80% of the data), a cross-evaluation set of size 279 images
(10%) and a test set with a size of 279 images (10%). After
training, we achieved a mean error of 10.6 degrees for pan
and 10.4 degrees for tilt on the multi-user test set.

pan tilt
basic set of training images 10.6 10.4

+ additional mirrored images used 9.5 9.7

Table 1. Average error in degrees for pan and tilt
estimation on the Pointing04 ICPR workshop data.

In order to obtain additional training data, we have ar-
tificially mirrored all of the images in the training set (as
well as the labels for head pan, of course). As a result, the
available amount of data could be doubled without having
the effort of additional data collection.

After training with the additional data, we achieved an
average error of 9.5 degrees for pan and 9.7 degrees for tilt
on the multi-user test set.

Table 2 summarizes the pan and tilt estimation results on
the Pointing04 ICPR workshop data.

It has to be noted that the face orientation data used here
consists of faces collected at orientations of 15 degree steps
for horizontal rotation, and 30 degree steps for vertical ro-
tation. The task of head estimation head orientation could
therefore be treated as a classification problem, where the
correct orientation class for pan and tilt orientation has to
be detected from an input image.

Instead of treating the face orientation task as a classifi-
cation problem, however, we have decided to estimate the
absolute head orientation directly, as in our previous work.

To obtain a classification measurement of our approach,
we have mapped the obtained head pose estimations to the
head orientation classes provided in the data. By doing this
we achieved a classification accuracy of 52% for horizontal
orientation (13 classes) and 66.3% for vertical orientation
(7 classes). The corresponding confusion matrices are de-
picted below.

3 Conclusion

In this paper we have reported head pose estimation re-
sults on the Pointing04 workshop evaluation set for facial
orientation. We have used a neural network based approach
to estimate head pose from facial input images. On a ran-
domly chosen test set containing 10% of the images from

-90 -60 -30 0 30 60 90 sum
-90 1 2 0 0 0 0 0 3
-60 0 24 9 0 0 0 0 33
-30 0 5 26 6 0 0 0 37
0 0 1 26 80 30 0 0 137
30 0 0 0 5 24 4 0 33
60 0 0 0 1 4 29 0 34
90 0 0 0 0 0 1 1 2

1 32 61 92 58 34 1 279

Table 3. Confusion matrix for classifying vertical
head orientation. Correct classification was ac-
chieved 66.3% of the time.

the provided evaluation data, we achieved head pose esti-
mation with an average error of 9.5 degrees for horizontal
head rotation (pan) and 9.7 degrees for vertical head rota-
tion (tilt). This corresponds to correct classification rates of
52% for classifying the correct horizontal head orientation
class (1 out of 13 possible classes) and 66.3% for classifying
the correct vertical head rotation class (1 out of 7 possible
classes).
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Abstract

This paper addresses the problem of estimating face ori-
entation from automatic detection of salient facial struc-
tures using learned robust features. Face imagettes are de-
tected using color and described using a weighted sum of
locally normalized Gaussian receptive fields. Robust face
features are learned by clustering the Gaussian derivative
responses within a training set face imagettes. The most
reliable clusters are identified and used as features for de-
tecting salient facial structures. We have found that a sin-
gle cluster is sufficient to provide a detector for salient fa-
cial structures that is robust to face orientation, illumina-
tion and identity. We describe how clusters are learned and
which facial structures are detected. We show use of this
detection to estimate facial orientation.

1. Introduction

We are interested in automatically determining which fa-
cial structures can be most reliably detected under varia-
tions in illumination, position, orientation and human iden-
tity. Our objective is to obtain a set of facial structures that
can serve as landmarks for tracking and recognition of facial
expressions. We employ a fast, pixel level, detection algo-
rithm to isolate and normalize the face regions. Normalized
face images are described by calculating a vector of scale-
normalized Gaussian derivatives at each pixel. Salient facial
structures are detected using linear combinations of these
descriptors. Such functions are learned using K-means clus-
tering of the Gaussian derivative responses obtained from a
set of training images. The resulting clusters specify linear
combinations of Gaussian derivatives that act as detection
functions for facial features that remain salient under varia-
tions in pose, illumination and identity.

2. Approaches to Facial Structure Detection

Facial structure detection may be performed using global
or local features. A popular method for global analysis of
face images is to project a normalized image into a lin-
ear subspace determined using a technique such as princi-

pal components analysis (PCA) [12]. However, projection
highly sensitive to small changes in face position and im-
age scale, as well as partial occlusions and as a result has
proved unusable in real systems. In general, global tech-
niques such as projection to a principle components space
tend to be sensitive to partial occlusions as well as changes
in identity.

An alternative is to measure the relative position of
salient anatomical facial structures such as eyes and lips [2].
The challenge is that such facial structures are difficult to
detect in a general manner. Most authors rely on complex
adhoc operations that tend to be highly sensitive to environ-
mental conditions.

We define salient features as features that draw attention.
Features isolated in a dense feature space are salient fea-
tures [18]. Determining such local feature points can be
performed by partitionning the face image into several re-
gions, by using textons as in [8] or finding generic features
[4, 10, 11]. Facial structures detection can be done using
eigenfeatures [15], blobs [16] or saddle points and maxima
of the luminance distribution [17]. But such descriptors are
sensitive to illumination and provide an overabundance of
points, which can lead to accumulation of errors. Interest
points are not robust to pose, and are not well adapted to
deformable objects such as the human face.

Our objective is to design descriptors that are robust to
illumination, scale and orientation. Such a description can
be obtained using Gaussian Derivatives, as well as Gabor
Wavelets to describe the appearance of each local neighbor-
hood.

Gabor wavelets provide a very general description func-
tion as presented in [3], [14], [7] and [9]. Unfortunately,
normalized Gabor wavelets tend to be very expensive to
compute.

Similar information can be obtained from a vector of
Gaussian derivatives, with the advantage the very fast
techniques exist for computing scale normalized Gausian
derivatives [13]. We employ such a description to compose
a detection function for salient facial features that is invari-
ant to scale, orientation and illumination intensity.

Our approach is composed of several steps. First we em-
ploy a robust face tracker to detect and normalize the image

1



of the face. This step, described in section 3, provides a
substantial reduction in computation time. Scale normal-
ized Gaussian Derivatives are then computed using a fast
pyramid algorithm [13]. Weighted sums of Gaussian deriva-
tives are then used to detect pixels that correspond to salient
face regions. The weighting functions are learned by a pro-
cess that selects combinations of Gaussian derivatives that
correspond to the regions that can be detected in the faces
of a maximum number of individuals see from a maximum
number of viewing directions. This learning process is de-
scribed in section 4. Face orientation is estimated from the
relative positions of the salient regions, as described in sec-
tion 5. Experimental results using the Pointing ’04 face data
base are provided in Section 6.

3. Face Image Normalization

We employ a robust video rate face tracker to provide an
initial detection and normalization of a face region to a face
imagette. Our tracker uses pixel level detection of skin col-
ored regions using a Bayesian estimation of the probability
that a pixel corresponds to skin based on its chrominance
[6]. This process is described in this section.

3.1. Pixel Level Detection and Tracking using Skin
Chrominance

To detect the face, we first detect skin regions in the
image using a probabilistic detection of skin chrominance.
We compute chrominance by normalizing the red and green
components of the RGB color vector by the intensity
(R+G+B). Normalizing intensity removes the variations due
to angle between the local surface normal and the illumina-
tion source. Photons reflected from skin will exhibit a pre-
cise value of (r,g) that is determined by the skin pigment
and the illumination spectrum. The conditional probability
densities for the (r,g) vector for skin regions and for all the
image can easily be estimated by histograms. Bayes rule
shows that the ratio of these histograms provides a lookup
table that maps (r,g) to the conditional probability of skin���������
	������������� ������� .

�������������������� ��������� ��������� � �����!"�������#�$���������!!�������#�
���%���&�'�

(1)

Face position and surface extent are estimated using mo-
ments and tracked using a zeroth order Kalman Filter. The
tracking process provides a region of interest (ROI) that per-
mits processing to be focused on the face region. Tracking
reduces computational cost and improves resistance to dis-
traction by background clutter.

In each image, the skin probability image is calculated
within the predicted ROI by table lookup as described
above. Pixels within the ROI are then multiplied by a Gaus-
sian predicted by tracking. This step, inspired by robust
statistical techniques, improves robustness to background
clutter [6].

Both the tracking process and face normalization are
based on moments. The first moment (center of gravity)
provides a robust estimate of face position, while the sec-
ond moment provides a measure of the width, height and
slant of the face. The first and second moments of the face
are used to normalize the face position and orientation, as
well as the size of the imagette that represents the face.

We estimate first and second moments with the following
formulas (2):

( )*�,+-/. �10�24365 �%���&7���89�:8�;:�%���&71�'<(��>=?�4�
( @�� +- . � 0�2A3B5 ���#�C7'�D897*8E;:�%�#�C71�'<(��>=?�4�
FHG) � +-I. �
0�24365 ���#�&7��9�%�KJL( )M� G ;:���#�C7
�'<(D�N=?�9�
FHG@ � +-/. � 0�24365 �%���&7��A��7IJL( @O� G ;:�%���&71�'<(��>=?�4�
F ) @��P+-I. � 0�2A3B5 ���#�C7'�9�%7QJR( @O�9�%�SJR( ) �&;:�%���&71�'<(��>=?�A�

(2)

where �T� . � 0&243B5 �%�#�C7���8E;:���#�&71��<(D�N=?�

3.2. Performance of the Face Tracker

To initialize our face tracker, we employ either the user’s
selection on the frame, or a generic ratio histogram. The
choice of the number of histogram cells used to form the
lookup table for skin detection is an important parameter.
Histograms with too few cells will not properly discrimi-
nate skin from similar colored surfaces such as wood. In-
versely, using too many cells renders the process overly sen-
sitive to minor variations in illumination spectrum as well as
skin blemishes. We have empirically observed that (r,g) his-
tograms on the order of ranges 32x32 cells provides a good
compromise for face detection. A more thorough analysis
is provided by [1].

The face tracker has been carefully optimized to run at
real time, and can process 384x288 pixel images at video-
rate on a 800 MHz Pentium processor. Eye detection rate
on representative video sequences can be seen in table 1 and
Figure 1. In this case, an error occurs when the computed
ellipse does not contain an eye visible in the image.

An important property for a face tracker is jitter. Jitter
is measured as the square of the difference in position and
size of the detected pixels of the face when the subject is
not moving. We have calculated the variance of the mo-
ments of the position and size of the detected face region



Table 1. Eye detection rate

Sequence Number of images Eye Detection rate
A 500 99,9 %
B 700 99,8 %
C 580 94,2 %
D 300 93,1 %

A : Head slow translation
B : Head fast translation
C : Head zoom and inclination in the plane
D : Head pitch and yaw

Table 2. Stability of the position and the size of the
detected face

Pose Front Half-profile Profile
X Center 0,31 % 1,13 % 3,23 %
Y Center 0,64 % 1,05 % 1,58 %

Width 0,55 % 1,08 % 1,38 %
Height 0,64 % 1,14 % 1,38 %

on sequences of 20 seconds taken when the subject’s head
has a certain pose and is not moving. Results are shown in
Table 2. We observe that many of the errors occur when the
subject is in profile. In this case, detection of the neck can
modify the detected region.

Figure 1. Example of face tracking. First and
second moments provides an ellipse which
delimits the face in the image

3.3. Normalized Face Imagette

The process described above provides a gray scale (in-
tensity) imagette of the face that is normalized in position
and size. Intensity, computed as sum of R+G+B, provides
stable salient features based on facial structures. Normal-
izing the moments of the face imagette allows us to restrict
processing to a fixed set of positions and scales, thus reduc-
ing computation time, as well as providing a fixed number
of operations for each face.

Figure 2. Face Image Normalization

4. Generic Face Features Selection

In this section, we search for facial features robust to
changes in illumination, pose and identity. We show how
to describe an image with receptive fields, then how to au-
tomatically learn facial features with clustering and finally
determine salient regions of a face.

4.1. Normalized Receptive Fields

Gaussian derivatives provide a feature vector for local
appearance that can be made invariant. We use a five di-
mensional feature vector computed at each pixel by com-
puting the convolution with the first derivative of a Gaus-
sian in x and y direction ( ;U) , ; @ ) and the second deriva-
tives ( ;?)E) , ;?) @ and ; @A@ ). We use grey-level image of the
face to be robust to chrominance variations of lights (sun,
neon lights,...). We do not use the zeroth order Gaussian
derivative in order to remain robust to changes in illumina-
tion intensity. Derivatives of higher order have been found
to contribute little information for detection [5].

The feature vector ( ; ) , ;?@ , ; )E) , ; ) @ , ;?@A@ ) describes the
local appearance of a neighboorhood and is determined us-
ing Gaussian derivatives that are normalized to the char-
acteristic scale at each pixel. An example of feature vec-
tor of a pixel can be seen in Figure 3. The characteristic
scale at each pixel is determined with the local maximum
of the Laplacian as function of scale (the scale parameter
of the Gaussian), as proposed in [21]. The normalization of
face image into an imagette allows us to reduce the range in
which the characteristic scale is searched. Two neighboor-
hoods similar in appearance are close in the feature space.
We use a fast, pyramid based, process for determining scale
normalized gaussian derivatives [13].

4.2. Learning robust feature detectors by clustering

The vector of Gaussian derivatives form a feature space.
In order to provide a distance metric, Gaussian derivative
vectors may be normalized by their variance taken from a
sample set. The vectors of Gaussian derivatives from face
imagettes taken from a variety of viewing angle form clouds
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Figure 3. Appearance based feature vector

in this feature space. Each such cloud corresponds to a lin-
ear combination of Gaussian derivatives that do not change
as viewing angle changes. Such clouds may be detected
using K-means clustering.

A clustering algorithm, such as K-means can be used to
determine a local description of appearance for specific fa-
cial structures. The center of gravity of a cluster can be used
to determine the coefficients for a linear classifier. The mass
of the cloud provides the basis for the determining the suit-
ability of the cluster. Ideally we want clusters that have a
low mass in each image (i.e. that correspond to a few spe-
cific facial structures), but a high overall mass in a set of
training images taken from different viewpoints. Gaussian
derivative vectors that satisfy both criteria are ideal for ro-
bust facial structure detection. Our experiments have shown
that such clusters are sufficiently robust that even a single
cluster can provide a robust detector for salient facial struc-
tures.

4.3. Robust Facial Structures

Applying clustering to the feature vectors for multi-
ple images from several faces provide appearance clusters
for background, hair and different skin regions as well as
salient facial structures. For each pixel, we determine the
most likely cluster using a sum of squared difference from
the cluster center. The squared difference of each Gaus-
sian derivative is normalized by the overall variance of that
derivative. The sum of the squares of the normalized dis-
tance provide a similarity metric.

The process of robust facial structures detection is shown
in Figure 4. Each pixel is assigned to the most likely cluster
as defined by the smallest normalized distance. If the nor-
malized distance is greater than a threshold, the pixel is as-
signed to a ”background” class. Adjacent pixels in the same
class are detected by connectivity analysis and grouped to
form image regions. These image regions correspond to
salient facial structures such as the eyes, nose, mouth and
chin.

Detection using this method can give rise to a number of
small spurious detected regions. These can be eliminated by
using a bounding box of the region as defined by the con-
nected components algorithm. Regions with a small bound-
ing box are eliminated. The remaining regions correspond
to salient facial structures. Connected components analy-
sis also provides some geometrical information about the
detected regions. The first and second moments of the con-
nected components provides information about position and
extent. This information can be reprojected to the original
image.

Figure 4. Robust facial structures detection
process

Face image normalization,
Mapping : Regions in red and green are considered as
salient robust facial structures and reprojected into a

binary map,
Connected components analysis

5. Pose Estimation

Head orientation, or pose, is determined by 2 angles, the
vertical angle V�W and the horizontal angle VDX . A dense sam-
pling of appearance space, such as provided by the Point-
ing ’04 database, makes it possible estimate these angles by
image classification. A more precise estimate requires geo-
metric calculation based on the relative image positions of
salient image structures. These two methods may be used
in a complementary manner, with the coarse estimate ob-
tained by classification used to initialize a refined calcula-
tion based on image position of salient facial structures.

In this section we discuss how to compute this more re-
fined calculation based on the relative image positions of
salient facial structures.

5.1. Detecting Eyes

The position of salient facial structures using the method
described above can vary with respect to image pose, as il-
lustrated in figure 5. Even for a particular viewing angle, a
particular robustly detected salient facial structure may oc-
cur at different relative positions for different subjects. For
example, figure 6 shows the eye positions detected for sev-
eral people. Our conclusion is that the simple position of



robust facial structures is not sufficient to allow direct struc-
ture identification.

Figure 5. Facial structures position variation
for one person when the pose is changing

Figure 6. Eyes postion variation for 3 subjects
when the pose is changing

We use a bayesian classifier to identify detected regions
corresponding to particular salient facial structures. We es-
timate the probability that a bounding box contains a partic-
ular facial structure. Eyes have been found to be the most
salient of facial structures (see Section 6.3 for details). Fur-
thermore, knowing their position in the face provides strong
geometric constraints for searching for other facial struc-
tures. Thus our first step is to identify the bounding boxes
that correspond to the eyes.

There are three possible configurations of detected eye
regions for bounding boxes that contain eyes :
1) One bounding box for each eye
2) One bounding box for both eyes
3) One bounding box for one eye. This situation appears
when the face is turned so that only one eye is visible from
the camera.
Giving a configuration, we compute the probability that
each bounding box corresponds to an eye. Configurations
are tested in the order of the three configurations listed
above. The bounding box containing eyes are selected with
a winner-takes-all process using Bayes rule. Eyes are iden-
tified and their position is given by the center of gravity of
the bounding box in configurations 1 and 3, and extremities
of the bounding box in configuration 2.

5.2. Computing Head Pose

In this section we discuss how to compute V X and V W
using robust facial structures. Because of facial symmetry,
horizontal pose can be estimated with positions of both eyes
with regard to the face. The trigonometric computation of
the horizontal angle is shown figure 7. We obtain the fol-
lowing equations (3):

Figure 7. Horizontal pose computation
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(3)

The relative position of eyes is not sufficient to estimate
the vertical pose V W . Because of the variation of eye posi-
tion in the face when V W � V X �,g due to the subjects,
specifying eyes position for V W �hg is a difficult task. This
problem can be bypassed by calibrating an eyes position at
V W �ig for each subject, but the system becomes dependent
on identity. We must use positions of other robust facial
structures to estimate the vertical pose. But as with eyes,
positions of salient structures in the face varies with identity.
Furthermore, even for human eyes, a 15 degrees difference
in vertical orientation is not apparent. A solution would be
to consider distances between other facial structures.

6. Experimental Results and Discussion

6.1. Training data

The choice of a good database is essential for proper
learning. To detect salient facial structures that are robust
under changing conditions, we used two front images of
15 subjects to learn feature vectors. Subject were 20 to 40



Table 3. Recall / Precision in % when changing the
head orientation in the training process
Results obtained with a detection threshold of 0.25

Images Frontal Near-Frontal All
Person 1 36,7 / 30,1 40,9 / 4,8 31,1 / 24,6
Person 2 34 / 35,4 35,6 / 4,1 35,2 / 6,7

years old. Five subjects have facial hair and seven people
wear glasses. Non-frontal images can introduce noise in the
data, because some facial structures have different appear-
ances in different poses. As an example, the experiments
from two subjects are shown in Table 3. Front pose provides
more generic appearance for salient facial structures, which
remain robust on multiple poses after learning, whereas pro-
file images provides appearance for salient structures in pro-
file, but not for front.

To remain robust to changes in identity, we have used
images from 15 different people from the Pointing ’04
database. These subjects may be grouped into two classes:

j Class A, in which the face is typical with regard to peo-
ple in the database. In the Pointing ’04 data, 73% of
the subjects have white skin, European facial structure
and no beard.

j Class B, in which the face is atypical in some respect.
Examples of atypical faces from the database include
those who wear glasses, have a beard or have a slightly
different skin pigment. In the Pointing ’04 data, 27%
of the subjects have darker skin, oriental facial struc-
tures or a beard.

We have observed the following results from the learning
process:

j The clustering C(A) is performed only with faces from
class A.
- Regions obtained for facial structures of a subject a A are significant and robust.
- Regions obtained for facial structures of a subject b B are less significant and more noisy.

j The clustering C(A+a) is done with people belonging
to class A and a new subject (a) also belonging to class
A. Regions obtained for facial structures of the subject
(a) are less robust than those obtained with the pre-
vious clustering C(A), indicating that robustness de-
creases as we add subjects.

j The clustering C(A+b) is done with people belonging
to class A and a single subject (b) belonging to class B.
Regions obtained for facial structures for the subject

Table 4. Results obtained with 30 front images and a
detection threshold of 0.4

Number K 2 3 5 7
Recall 11,7 % 22,7 % 70,7 % 30,7 %

Precision 2,3 % 13,1 % 18,2 % 21,5 %
Number K 10 15 20

Recall 40,2 % 12,2 % 6,1 %
Precision 47,7 % 57,3 % 11,7 %

(b) are less noisy and more salient than those obtained
with the previous clustering C(A).

These observations can be explained in the following
way. The clustering C(A) performed with ”common” faces
provides better results on subjects of class A, than subjects
of class B. Therefore the clustering C(A) is not well adapted
for subjects of class B. We must then use other people in our
learning process to remain robust to changes in identity.

Adding a new subject a from  A in the clustering does
not bring much additional information, even on the subject
(a). Furthermore, it can lead to a degradation of robust-
ness and more noise, because the method becomes special-
ized for people from the class A, degrading independence
to identity. The method may be said to ”overfit” the training
data and lose generality.

Adding a new subject b  B provides better detection
of facial structures on (b), whose appearance differs from
those of class A. Clustering C(A+b) adapts to the image
of the face of (b) without becoming specialized. Further-
more, salient facial structures are more often detected with
C(A+b) than with the clustering C(A).

6.2. Influence of the number of clusters

The clustering step gathers feature vectors into K clus-
ters. This step is an important part in the learning process.
Therefore, the choice of the number of clusters K is crucial.
If K is too small, appearance clusters won’t be discrimina-
tive enough to detect salient facial structures. If K is too
big, regions will be too small and too unstable in the image.
During our experiments, we tested several K and obtained
good results with K = 10. Resulting images with different
number of clusters can be seen in Figure 8.

To measure the recall and the precision for each differ-
ent K, we have employed a 10x15 grid on the normalized
imagette of the face (see Table 4). Cases in the grid are
manually labelled as follows : 1 if the case contain a facial
salient structure, 0 otherwise. During the tests, a case of
the grid gets the value 1 if the ratio of the number of salient
cluster pixels in the case over the total number of pixels in
the case exceeds a fixed threshold. This threshold is called



Table 5. Recall/Precision with regard to detection
threshold

Detection Threshold 0,1 0,25 0,4
Recall 46,3 % 34 % 23,2 %

Precision 22,2 % 25,4 % 26,9 %
Detection Threshold 0,5 0,66 0,75

Recall 17,9 % 10,3 % 7,5 %
Precision 27 % 27 % 27,3 %

the detection threshold (see Table 5).

Figure 8. Influence of the number of clusters
Regions in red and green are considered as salient robust

facial structures
Top left image is the original image

Top right image is obtained with 5 clusters, which are not
discriminative enough

Bottom left image is obtained with 10 clusters
Bottom right image is obtained with 15 clusters. Regions

are too small to be relevant

6.3. Facial structure detection performance

Tests have been made with representative people under
changing lighting and pose conditions. The pose is deter-
mined by 2 angles (h,v), which vary from -90 degrees to
+90 degrees. Each set contains 93 images of the same per-
son at different poses. The Pointing ’04 database includes
faces with glasses as well as a variety of skin pigments. We
have calculated the detection rate for each structure for four
representative faces (see Table 6).

With an average detection rate of 97 %, eyes are the most
often detected facial structure. Eye appearance does not
vary as much as the other facial structures because of their
spherical shape and thus eyes can be detected under several
points of view. Glasses have little effect on eye detection.

Table 6. Facial structure positive detection rate

Structure Person 1 Person 2 Person 3 Person 4
Eyes 99 % 97 % 98 % 95 %
Nose 70 % 82 % 61 % 82 %
Mouth 85 % 90 % 95 % 85 %
Chin 84 % 88 % 91 % 84 %
Specificity - Glasses Beard Matt skin

The salience of a mouth improves when it is surrounded by
a beard and thus mouth detection is slightly better than eye
detecion for bearded subjects.

For 63% of the observed errors, the head pitch is inferior
to -30 degrees, indicating that the subject is looking down.
This situation represents only 29% of all poses. Indeed, in
this situation, eyes are no more visible in the image, but
only eyebrows. Therefore, we have trained our algorithm
on images on which subjects’ head pitch is inferior to -30
degrees. In this case, the resulting clusters are less discrim-
inating and provides lower detection rate on face images.
As a consequence, some facial structures, such as chin and
eyes, are less salient. Eye detection is 59% less efficient
with the algorithm trained with images of people looking
down. The nose has the worst detection average rate with
74%. It does not have as many symmetry properties as eyes
and its appearance can suffer many variations. That is why
the nose is less often detected than other facial structures.

Figure 9. Examples of facial structures detec-
tion [19]

6.4. Influence of the size of the face imagette

To show the importance of the face image normalization
step, we have measured eye detection rates with different
sizes of the face imagettes. Results of these experiments can
be seen in table 7. Tests have been made on a sequence of
500 images in which the subject moves but has both eyes re-
maining visible on the screen. The head size changes from
50x50 to 20x20 pixels in the sequences.

The last size, 50x50 pixels, corresponds to face image
analysis without normalization, as the face in the sequence



Table 7. Eyes detection rate with regard to the size
of the imagette in pixels

Size 120x200 120x120 60x100 50x50
Detection 98,2 % 97,8 % 94,2 % 1,8 %

has a maximal size of 50x50 pixels. We can see how the
normalizing the first and second moments of the imagette
enhances the detection rate. This provides the ability to deal
with 20x20 pixels images of the head, such as panoramic or
wide-angle public cameras images. When this operation is
not performed, regions will be more imprecise and may not
be found. Increasing the size of the normalized face image
increases the accuracy of structure detection in the original
image of the face. For our experiments, the face imagette
has a size of 60x100 pixels.

6.5. Pose Estimation

Due to difficulties in estimating the vertical pose, we
have only estimated the horizontal pose. Absolute differ-
ence between the real and the estimated horizontal angle V X
has been computed for all 1395 images of fifteen subjects in
the Pointing’04 database. Mean absolute error in degrees of
the horizontal angle for each pose is represented figure 10.

Figure 10. Mean absolute error in degrees of
horizontal angle at each pose

Mean error of the horizontal angle does not vary much
as vertical pose changes. When � V X ��kl�nmpo o, mean error
drops to 15 to 5 degrees. But at � V X ��qrm�o o, mean error can
reach 90 degrees. There are several explanations for this
observation.

First, in the case only one eye is visible at the screen,
which roughly corresponds to � V X �:qlstmpo o, estimating

the horizontal pose becomes difficult, because the other eye
cannot be seen. As we need two position for eyes to esti-
mate V�X , the computation of the horizontal pose can not be
made accurately. Furthermore, the fact that people do not
have the same distance between eyes makes the prediction
of the position of the other eye inaccurate and computing
the horizontal angle is even more difficult.

Another problem is the neck detection. The user’s neck
can be detected or not as part of the face because of its
chrominance. In profile, detecting the neck disrupts face
orientation estimation and can modify the slant angle of the
face in the image plan. As the horizontal pose estimation
relies on the face estimation, the neck also yields a false
estimation for the horizontal pose.

An additional problem is caused by hair. Hair are the
part of the face that vary the most with regard to identity,
degrading invariance to identity. When the user is in profile,
hair is more visible in the image. Finally, A mesh of hair is
sometimes detected as an eye, and this detection provides a
false estimation for the horizontal pose.

Conclusions

We have proposed a new approach to detect salient facial
structures in a manner that is robust to changes in viewing
angle, illumination and identity. The imagette containing
the face is normalized in scale and orientation using mo-
ments provided by a face tracker. Each pixel in the face
image is associated with an appearance cluster. One partic-
ular cluster stands for salient robust face structures which
are: eyes, nose, mouth, chin. We have tried to extract and
exploit a maximum of information provided by a single im-
age of a face and to limit the loss of generality.

Detected regions can be delimited with rectangles in the
image. Identifying facial structures using positions relative
to the face image is difficult because multiple variations of
structures are possible.

These variations are due to changing orientation, facial
expression of emotion and especially identity. A Bayesian
classifier is used to identify the regions. Eyes have been
found to be the most salient of the facial structures. They
can be used to obtain a coarse estimation of the horizontal
pose, but are not sufficient to compute vertical pose. Be-
cause of variations in the structures in the face with regard
to the identity and the pose, vertical pose is difficult to ac-
curately estimate.

Mean error for the horizontal pose does not vary with
vertical angle. Error reaches 5 to 15 degrees when � V�X �'kl�mpo o, but increases when � VDX �lqum�o o. This is due to the
fact the horizontal angle is hard to estimate with only one
eye visible on the image and that the neck detection disrupts
the face estimation. Hair can also be misclassified as eyes.
All these observations tend to show that the robustness to



identity is the most difficult criteria to respect.
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Abstract

Among gestures naturally performed by users during
communication, pointing gestures can be easily recognized
and included in more natural new Human Computer Inter-
faces. We approximate the eye-finger pointing direction of a
user by detecting and tracking, in real time, the 3d positions
of the centre of the face and of both hands; the positions are
obtained by a stereoscopic device located on the top of the
display. From the head position and biometric constraints,
we define both a rest area and an action area. In this former
area, the hands are searched for and the pointing intention
is detected. The first hand spontaneously moved forward by
the user is defined as the pointing hand whereas the second
detected hand, when it first moves forwards, is considered
as the selection hand. Experiments on spatial precision,
carried out with a group of users, show that the minimum
size of an object to be easily pointed is some 1.5 percent of
the diagonal of the large display.

1. Introduction

Computer vision applied to gesture recognition allows
users to freely interact unencumbered, without carrying spe-
cific devices or markers. Amongst gestures occurring dur-
ing non-verbal communication, pointing gestures can be
easily recognized and included in more natural new hu-
man computer interfaces. Several studies have been per-
formed in the field of vision based pointing gesture recog-
nition. In this paper, we consider a pointing gesture, not
as spatio-temporal trajectory to be recognized, but together
with [2, 5, 6] as the instantaneous pointed location on a dis-
play. In [2], the pointed direction is given by the forearm of
the user, estimated with a 3d model of the bust and of the
arm. From an image processing point of view, the forearm
exhibits few discriminating features and is thus difficult to
detect when one points in the direction of the camera. On
the other hand, the face has a stable and characteristic shape

that can be detected and tracked. Without visual feedback, a
pointing method with an axis that does not include an align-
ment with an eye (extended finger axis, forearm or extended
arm axis) is less precise that a pointing gesture which in-
volves aiming at a target using both one’s eye and typically
the tip of a finger.
We propose to use an eye-alignment aiming convention and
to approximate the “eye-tip of the finger” pointing direction
by the face-hand direction (Figure 1). The first hand sponta-
neously moved towards the display by the user is defined as
the pointing hand whereas the second detected hand, when
it first move forwards, is considered as the selection hand
(similar to a mouse click) or as a control of a third axis use-
ful for virtual 3d world interactions.
With the EM algorithm, the best ellipsoidal models of the
face and hands, which correspond to skin color pixels seen
by two cameras, can be found. But the 3d tracking suf-
fers from skin-color distractors (background or clothes) [1].
With two cameras, tracking of both hands, detected within
a predefined “engagement plane” allows bi-manual inter-
action with standard size PC monitor [7]. We propose a
face and hand tracker robust to lighting changes, complex
background changes, partial face occultation and skin color
distractors suitable for large screen display without a fixed
engagement plane but with an engagement plane relative to
the current position of the user, thus free to move.

2. Methodology

In the pointing method described here, it is not a neces-
sity to know beforehand the dominant hand of a user. It is
both suited for right-handed or left-handed users. Further-
more, no calibration step or manual initialisation is needed.
The face of the user is automatically detected as it enters
the field of view of the camera, provided that the image face
width is greater than 15 pixels and the out of plane rotation
of the face is below 50 degrees [3]. The user begins to inter-
act with the display, with the hand he or she favours to use.
As soon as a body part is detected (face or hand), the body



part is continuously tracked until tracking failure is auto-
matically detected: then body part detection is re-triggered
(Figure 2). Pointing is taken into account only in the ac-
tion area, where the hand is sufficiently in front of the head.
Otherwise, the hand lies in the rest area (hand on a hip for
instance) and the user is able not to interact continuously
(Figure 3-a).

Figure 1. Experimental setup. With camera
(C) resolution greater than 160x120, head and
hands are still tracked as the user stands be-
hind the retroprojector (RP) and interacts with
the display (D).

3. Face detection initialization

An accurate face detector is used to initialize the track-
ing: it is a modular neural network with high detection rate
and a very low false alarm rate. It has been described in de-
tails in [3]. For HMI applications, failure to detect face in
an image is not crucial since the face can be detected in the
following images. On the other hand, continuously tracking
a false alarm is a major problem. The face detector is accu-
rate but slow. To speed up the process, the following proce-
dure is used. The full rectified image is equally divided into
sixteen regions. At each image, candidate regions for face
detection are detected. These are regions with a sufficient
number of moving pixels, skin colored pixels (Figure 3-c)
and depth pixels within the face detector detection range
(Figure 3-d). Only one of these candidate region is then se-
lected at each image. The face detector is only applied on
this region, giving real time performance. A selection al-
gorithm ensures that a region is not selected again before
all other candidate regions are first tested. Once a face is
found, the 3d tracking is initialized on the rectified image
rectangle corresponding to the detected face.

Figure 2. The different states of the pointing
gesture recognition system.

4. Tracking statistical model

The core of the tracking process is the statistical model,
which aims at explaining the result of the pre-processing
stages and is adapted at each image using the EM algorithm.
The model is composed of two independent parts, one to
explain the skin colored pixels and a second to explain the
depth pixels.

The color part is a mixture of two probabilities, one for
the face pixels, and the other for the remaining skin colored
pixels. The depth part is also a mixture of two probabili-
ties, one for the face pixels, and the other for the remaining
depth pixels. The color and depth face probabilities are re-
spectively the product of a gaussian for the position of the
pixel with a color and with a depth histogram. Let us de-
fine for each skin colored pixel a vector (color observation
vector) X and for each depth pixel a vector D:

X =




x
y
u
v


 , D =




x
y
d




where x and y are the coordinates of the pixel, u, v the
chrominance part of the color of this pixel in the YUV color
space, and d is the depth of the pixel. the probability for the
face components are:



Pfacecolor(X) =
1

2πσ2
e−

1
2σ2 {(x−x0)2+(y−y0)2}Hface

color(u, v)

Pfacedepth(D) =
1

2πσ2
e−

1
2σ2 {(x−x0)2+(y−y0)2}Hface

depth(d)

where x0 and y0 are the coordinates of the center of the
face. For the other components:

P(X)nocolor = Hno
color(u, v),P(D)nodepth = Hno

depth(d)

Hface
color,depth and Hno

color,depth are two color and two
depth histograms.

All histograms are normalized as probabilities (sum
equal to one). The parameters of the model, which are up-
dated at each image, are the position of the face and the four
histograms. At initialization, the skin colored pixels inside
the detected rectangle (corresponding to the face) are used
to initialize the face color histogram. The non face color
histogram is initialized as the complement of the face color
histogram. The face depth and non face depth histograms
are initialized in a similar way.

4.1. Model parameters priors

The parameters for the previous image are used to force
priors on the current parameters in order to avoid tracking
divergence. A simple gaussian centered on the previous po-
sition is used as face position prior without using a dynamic
model of face movement. The model can track a face with-
out restriction on its movement, at the cost of a probability
of tracking failure for a fast moving face 3d close to another
face or hand. A dynamic model can be introduced by sim-
ply replacing the previous position with an estimation of the
current position, using prior positions and a dynamic model.
For the histograms, the exponential of the Kullback-Leibler
distance between the prior histograms and the current his-
tograms is used. Let h be the previous image histograms:

Pprior
(
Hface,no
color

)
= e

αc
∑

u,v
hface,no
color

(u,v)log(Hface,no
color

(u,v))

Pprior
(
Hface,no
depth

)
= eαd

∑
d
hface,no
depth

(d)log(Hface,no
depth

(d))

where αc and αd are parameters chosen to take into
account the expected variability of the corresponding his-
togram. For the color and depth histograms, fairly stable,
we chose αc = αd.

4.2. Model parameters update

The model is initialized at each image using the param-
eters of the previous image. The model is adapted to the

current image or, more precisely, to the current observations
vectors, using the EM algorithm. The EM algorithm is used
with a fixed number of iterations per image, to control and
limit the computing time. Only the observation vectors cor-
responding to moving pixels, or those in the vicinity of the
previous position of the face, are taken into account. This
facilitates the tracking process, and speeds up the EM algo-
rithm.

In the model, the hidden variables are the association of
each observation vector to each component of the mixtures.
The mean values of the hidden variables knowing the cur-
rent estimated parameters are computed in the E expectation
step. These mean values are, for each observation vector,
the probability that it belongs to each component. Let zcfi
the probability that a color vector Xi belongs to the face,
and zcni the probability that it belongs to the other color
component. Let zdfj the probability that a depth vector Dj

belongs to the face, and zdnj the probability that it belongs to
the other depth component. The following mean histograms
are calculated:

Ĥface,no
color (u, v) =

1

I

∑

i

zcf,cni δ(ui − u)δ(vi − v)

Ĥface,no
depth (d) =

1

J

∑

j

zdf,dnj δ(dj − d)

where δ is the Kronecker function, I is the number of
color observation vectors and J is the number of depth ob-
servation vectors.

The new estimated color and depth histograms (face and
non face) are expressed as a linear combination of the mean
histograms Ĥ and the previous h histograms:

Hface,no
color (u, v) =

1

bc

{
Ĥface,no
color (u, v) + αch

face,no
color (u, v)

}

Hface,no
depth (d) =

1

bd

{
Ĥface,no
depth (d) + αdh

face,no
depth (d)

}

where bc and bd are normalization factors, so that the
histograms H can be interpreted as probabilities.

x̄color =
1

I

∑

i

zcfi x
c
i

is the position estimated from the color observations and

x̄depth =
1

J

∑

j

zdfj x
d
j

from the depth observations. The new x̄ position of the
model is given by x̄ = 1

2 (x̄color + x̄depth). The ȳ position
is obtained in a similar manner. The z̄ position is extracted
from the depth observations.



5 Hand detection and tracking

Contrary to faces, hands exhibit extremely variable
shapes as seen from a camera and is thus difficult to de-
tect, specifically at low image resolution. Once the face is
detected and using disparity information, the 3d position of
the face is obtained. Moving skin colour zones are taken
as hand candidates. Biometric constraints limit the search
space to a centroid centred on the face. Furthermore, it is
reasonable to admit that, when interacting with the display,
the user moves its hand towards the display and sufficiently
away from its face (more than 30 cm). Thus the hand search
space is restricted to a volume delimited by a sphere and a
plane, a volume called the ’action area’ (Figure 3-a).

Figure 3. (a): 1. Rest area, 2. Action area, 3.
Hand unreachable area, 4. Display - (b): Face
position (square), pointing hand position (cir-
cle), selection hand position (cross) - (c) Skin
color - (d) Disparity in both rest and action
area.

A hand is detected as a skin color moving zone, in the ac-
tion area, the closest to the display. The first detected hand
is considered to be the pointing hand.
Then the second hand is detected in a similar manner after
having previously discarded both the area of the first de-
tected hand and the area of the corresponding arm from the
search space. Indeed, a naked arm or an arm covered by a
skin colour cloth could be mistakenly selected as the second
skin colour moving zone closest to the display. In order to
detect the arm, a skin colour zone is first initialised on the
hand. Then it is merged, at each iteration, with skin colour
neighbouring pixels with continuous depth values and lo-
cated in front of the face. The arm detection iterates until

the zone no longer grows. The second hand is used as a
control command (grabbing a chess piece in figure 7) as it
enters the action area or to control a third axis by changing
its distance to the display (the zoom for navigation purposes
in figure 8).
Tracking of the two hands and their pointing-command la-
bels is necessary otherwise as soon as the selection hand
gets closer to the display than the other hand, their actions
would swap. Hand tracking, initialised upon hand detec-
tion, is performed in a similar manner (see previous section)
as face tracking. With up sleeves or skin colour clothes,
tracking can possibly position itself anywhere along the
arm. In order to find the hand, the tracking solution is ori-
ented, using disparity gradient, towards the arm extremity
the closest to the display. This reframing is inadequate for
small gradients but then the forearm, parallel to the display,
is in the rest area and pointing is not taken into account.
Since body parts tracking rely on similar features, in case
of occlusion of the face or a hand by another hand, only
one of the body part is correctly tracked whereas the other
is erroneously anchored on the first and cannot any longer
be controlled by the user. The tracked zones remain fused
even after the end of the physical occlusion.
In pointing situation, the most frequent case of occlusion
occurs when a hand passes in front of the head in the cam-
era direction. To solve this problem, we consider that it is
the hand that moves and not the face: face tracking is tem-
porarily interrupted until the end of the occlusion and for the
hand tracking the search space is further constrained in or-
der to discard pixels with disparity values close to the face.
The other cases of occlusions are more difficult to deal with
and we first identify fusion of body parts. In case of a face-
hand fusion, experiments show that usually it is the esti-
mated hand that positions itself on the face and stays there,
whereas if the estimated face is anchored on the physical
hand then face tracking quickly fails, tracking failure is au-
tomatically detected and forces the re-initialisation of the
face by detection. Therefore, in case of detected face-hand
fusion, the face is kept and the hand destroyed and detected
again. Hand-hand fusion leads to the elimination of both
hands and hand detection is launched.
Face and hand tracking failure, either in the rest or the action
area, are automatically detected by estimating the number
of skin-colour valid disparity pixels. If lower than a thresh-
old, the body part tracking is considered to have failed and
detection is automatically re-triggered.

6 Experimental set-up and performances

The mean performances of the pointing system is esti-
mated by several experiments on spatial and temporal pre-
cision, experiments carried out by a group of 14 users. A
user is located at 1.5 m of a retro-projected image of 2 x 1.7



m size. A Bumblebee stereo camera [4], used with a reso-
lution 160x120 is located above the display at an angle of
45 degrees with the display (Figure1) in order to maximize
hand displacement on the image and thus spatial precision
when the user points towards the four corners of the dis-
play. In this set-up, a 1 cm change of the face position (with
a hand still) roughly corresponds to a 1 cm change of the
aimed location on the display. The system performs at 25
Hz, 75 percent load, on a Pentium IV (3 GHz).
In order to characterize temporal stability, a user is asked to
aim at a cross at the centre of the display for about 10 sec-
onds. The mean temporal stability is 2.29 cm and a typical
result is given in figure 4-a. To evaluate the spatial preci-
sion, each user has to follow as closely as possible the path
of rectangles, centred on the display and of decreasing size.
The mean distance of the aimed location to the closest rect-
angle boundary point are estimated. A typical track is given
in figure 4-b.

Figure 4. Pointing gestures experiments: (a)
Temporal stability (mean distance = 2.29 cm).
(b) Spatial precision path for a rectangle size
of 102x85 cm (mean distance = 2.75 cm).

WxH (cm) 61x51 102x85 143x120 185x154
D (cm) 2.38 2.70 3.24 3.45

Table 1. Mean distance D to the rectangle of
width W and height H.

One may notice that the precision during a moving point-
ing gesture is less than the precision obtained for a still ges-
ture. The moving precision is equivalent for both horizontal
and vertical displacements (which comforts the 45 degrees
orientation of the camera with the display). Moreover, the
precision continuously decreases as a user aims from the
centre to the boundary of the display (Table 1).
The next experiment seeks to determine the minimal size of

Figure 5. Typical inter-target trajectory:
Reaction time R (distance>0,9), Trip time
T (0,1<distance<0,9), Adjustment time
A(distance<0,1).

Figure 6. Evolution of reaction time, trip time
and adjustment time versus target radius.

an object a user can reliably point at. A user is ask to succes-
sively aim at targets, located at the four corners of a square
of 1 meter side, the size of the targets decreasing every four
targets. A typical trajectory between two targets exhibits
three parts (Figure 5). The first part (R) corresponds to the
reaction time a user needs to ensure that the previous target
has been reached, to locate the next target and start to move.
The second part (T) is the trip time a user needs to quickly
move across the inter-target space. During the last part (A),
the user adjusts more precisely the aimed location in order
to hit the target. As expected, both reaction and trip time
are independent of the target size (Figure 6) whereas adjust-
ment time increases as target size diminishes. We consider
that when the adjustment time is greater than the reaction
time, the precision is not sufficient and is a penalty for hu-



Figure 7. Moving a knight with hands in a
chess game.

man computer interaction. We derive that the minimal size
of an object which can easily be pointed at by a user, on a
2 x 1.7 m display, is around 5 cm, which allows a user to
play chess (Figure 7) in the current conditions of our face-
hand pointing system. Locations close to the boundary of
the display are more difficult to reach than those at the cen-
ter. However, this precision is sufficient for hand controlled
navigation task (Figure 8).

7 Conclusion

An automatic detection and tracking of head and hands,
allows to approximate an “eye-tip of the finger” direction
by the head-hand direction for pointing purpose and inter-
action with large screens. The obtained temporal stability
could allow a user to select an object pointed at during a
few seconds as performed by [2], but may lead to acciden-
tal selection. A selection alternative could consist in iden-
tifying a change of shape of the pointing hand but is not
feasible with the current 160x120 image resolution. Second
hand tracking for secondary command provides an interest-
ing solution because it involves spatially distinct modalities
for pointing and for command.
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algorithm to work. The image is normalized in scale and
orientation by a face tracker. Each pixel in the face image is
associated to an appearance cluster. One particular cluster
stands for salient robust face features which are: eyes, nose,
mouth, chin. We have tried to extract and exploit the maxi-
mum of informations contained on a single image of a face
and to limit the loss of generality.

These regions can be delimited with rectangles in the im-
age. Identifying facial features using positions relative to
the face image is difficult because of multiple variations of
features possible. These variations are due to changing ori-
entation, emotion and especially identity. A Bayesian clas-
sifier is used to identify the regions. Eyes have been found
to be the most salient of the facial features. They can be
used to obtain a coarse estimation of the horizontal pose,
but are not sufficient to compute vertical pose. Because of
high variations of the features in the face with regard to the
identity and the pose, vertical pose is difficult to compute
accurately.

Mean error for the horizontal pose does not vary with
vertical angle. Error reaches 5 to 15 degrees when � W Y ��mo�prq o, but increases when � W Y �osuprq o. This is due to the
fact the horizontal angle is hard to estimate with only one
eye visible on the image and that the neck detection disrupts
the face estimation. Pieces of hair can also be misclassified
as eyes too. All these observations tend to show that the
robustness to identity is the most difficult criteria to respect.
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Abstract. Thispaperdescribesthedevelopmentof anaturalinterfaceto avirtual
environment.The interface is througha naturalpointing gestureand replaces
pointingdeviceswhich arenormally usedto interactwith virtual environments.
The pointing gestureis estimatedin 3D usingkinematicknowledgeof the arm
duringpointingandmonocularcomputervision.Thelatter is usedto extractthe
2D positionof the user’s handandmapit into 3D. Off-line testsof the system
show promisingresultswith anaverageerrorsof 76mm whenpointingatascreen
2m away. Theimplementationof a real time systemis currentlyin progressand
is expectedto runwith 25Hz.

1 Intr oduction

In recentyearsthe conceptof a virtual environmenthasemerged.A virtual environ-
mentis a computergeneratedworld whereineverythingimaginablecanappear. It has
thereforebecomeknown asa virtual world or rathera virtual reality (VR). The’visual
entrance’to VR is a screenwhich actsasa window into theVR. Ideally onemayfeel
immersedin thevirtual world. For this to bebelievablea useris eitherto weara head-
mounteddisplayor be locatedin front of a largescreen,or evenbetter, becompletely
surroundedby largescreens.

Theapplicationareasof VR arenumerous:training(e.g.doctorstrainingsimulated
operations[13], flight simulators),collaborative work [9], entertainments(e.g.games,
chatrooms,virtual museums[17]), productdevelopmentandpresentations(e.g.in ar-
chitecture,constructionof cars,urbanplanning[12]), datamining [3], research,and
art. In mostof theseapplicationstheuserneedsto interactwith the environment,e.g.
to pinpointanobject,indicatea direction,or selecta menupoint. A numberof point-
ing devicesandadvanced3D mouses(spacemouses)have beendevelopedto support
theseinteractions.As many othertechnicaldeviceswearesurroundedwith, theseinter-
facesarebasedon thecomputer’s termswhich many timesarenot naturalor intuitive
to use.This is a generalproblemof HumanComputerInteraction(HCI) andis anac-
tive researcharea.The trendis to develop interactionmethodscloserto thoseusedin
human-humaninteraction,i.e. theuseof speechandbodylanguage(gestures)[15].

1



At the authors’departmenta virtual environmentin the form of a six sidedVR-
CUBE1, seefigure1, hasbeeninstalled.A Stylus[19] is usedaspointingdevicewhen
interactingwith thedifferentapplicationsin theVR-CUBE(figure1 b).The3Dposition
andorientationof the Stylusis registeredby a magnetictrackingsystemandusedto
generatea bright 3D line in the virtual world indicatingthe user’s pointing direction,
similar to a laser-pen.

In this paperwe proposeto replacepointing devices,suchas the Stylus,with a
computervision systemcapableof recognisingnaturalpointing gesturesof the hand
without the useof markersor otherspecialassumptions.This will make the interac-
tion lesscumbersomeandmoreintuitive. We chooseto explorehow well this maybe
achieved using just onecamera.In this paperwe will focuson interactionwith only
oneof thesidesin theVR-CUBE. This is sufficient for initial feasibility andusability
studiesandexpendableto all sidesby usingmorecameras.

CRT projector CRT projector

CRT projector

Screen
CameraCamera

User

a b

Fig.1. VR-CUBE: a) Schematicview of theVR-CUBE. Thesizeis 2.5 x 2.5 x 2.5m. Note that
only threeof the six projectorsandtwo of the four camerasareshown. b) UserinsidetheVR-
CUBE interactingby pointingwith a Stylusheldin theright hand.

2 Pointing Gesture

Thepointinggesturebelongsto theclassof gesturesknown asdeictic gestures which
MacNeill [16] describesas”gesturespointingto somethingorsomebodyeitherconcrete
or abstract”.Theuseof thegesturedependson thecontext andthepersonusingit [14].
However, it hasmainlytwo usages:to indicateadirectionor to pinpointacertainobject.
A directionis mainly indicatedby theorientationof thelowerarm.

Thedirectionwhenpinpointinganobjectdependson theuser’s distanceto theob-
ject. If anobjectis closeto theuserthedirectionof theindex fingeris used.This ideais

1 A VR-CUBE is a comparableinstallationto a CAVETM(CAVE AutomaticVirtual Environ-
ment)[5] of theElectronicVisualizationLaboratory, Universityof Illinois at Chicago.
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usedin [6] whereanactivecontouris usedto estimatethedirectionof theindex finger.
A stereosetupis usedto identify theobjecttheuseris pointingto.

In theextremecasetheuseractuallytouchestheobjectwith theindex finger. This
is mainly usedwhentheobjectstheusercanpoint to arelocatedon a 2D surface(e.g.
a computerscreen)very closeto the user. In [20] the userpoints to text and images
projectedontoa desk.Thetip of theindex fingeris foundusinganinfra-redcamera.

In [4] the deskpointedto is larger thanthe lengthof the user’s arm anda pointer
is thereforeusedinsteadof theindex finger. Thetip of thepointeris foundusingback-
groundsubtraction.

Whentheobjectpointingto is morethanapproximatelyonemeteraway thepoint-
ing directionis indicatedby theline spannedby thehand(index finger)andthevisual
focus(definedasthecentre-pointbetweentheeyes).Experimentshave shown that the
direction is consistently(for individual users)placedjust lateral to the hand-eye line
[21]. Whetherthis is doneto avoid occludingthe objector asa resultof the propri-
oceptionis unknown. Still, the hand-eye line is a rathergoodapproximation.In [11]
thetop point on theheadandtheindex fingerareestimatedasthemostextremepoints
belongingto thesilhouetteof theuser. Sinceno 3D informationis availabletheobject
pointingtowardis foundby searchinga triangularareain theimagedefinedby thetwo
extremepoints.

In [10] a densedepthmapof the scenewhereina useris pointing is used.After a
depth-backgroundsubtractionthe dataareclassifiedinto pointsbelongingto the arm
andpointsbelongingto the restof the body. The index fingerandtop of the headare
foundasthetwo extremepointsin thetwo classes.

In [7] two camerasareusedto estimatethe3D positionof the index fingerwhich
is found asthe extremepoint of the silhouetteproducedutilising IR-cameras.During
aninitialisationphasetheuseris askedto point at differentmarks(whosepositionsare
known) on a screen.The visual focuspoint is estimatedas the convergencepoint of
linesspannedby theindex-fingerandthedifferentmarks.This meansthatthelocation
of the visual focusis adaptedto individual usersandtheir pointinghabit.However, it
alsomeansthattheuseris notallowedto changethebodyposition(exceptfor thearm,
naturally)duringpointing.

2.1 Context

In ourscenariothedistancebetweentheuserandthescreenis approximately1-2meter.
Objectscanbe displayedto appearboth closeto andfar from the user, e.g.0.1 or 10
metersaway, thusbothcasesmentionedabovemightoccur. However,pointingismainly
usedwhenobjectsappearto beat least2 metersaway, hencethepointingdirectionis
indicatedby theline spannedby thehandandthevisualfocus.

The userin the VR-CUBE is wearingstereo-glasses,seefigure 1 b). A magnetic
tracker is mountedon theseglasses.It measuresthe3D positionandorientationof the
user’s headwhich is usedto updatethe imageson the screenfrom the user’s point
of view. Onecould thereforesimply usethe positionandorientationof the tracker as
thepointingdirection.However, consciousheadmovementsfor pointinghasshown to
be ratherunnaturalandwill possiblytransformthe carpal-tunnelsyndromeproblem
into theneckregion [1]. Furthermore,dueto theMidasTouchProblem[1] it is not as
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practicalasit sounds.However, the3D positionof thetracker canbeusedto estimate
the visual focusandthereforeonly the 3D positionof the handneedsto be estimated
in orderto calculatethepointingdirection.This couldthenbeusedto replacepointing
deviceswith a naturalandmoreintuitiveaction- thepointinggesture.

Estimatingthe exact 3D position of the handfrom just one camerais a difficult
task.However, the requiredprecisioncanbe reducedby making the usera ’part’ of
the systemfeedbackloop. The usercanseehis pointing direction indicatedby a 3D
line startingat his handandpointingin thedirectionthesystem’thinks’ heis pointing.
Thus,theusercanadjustthepointingdirectionon thefly.

2.2 Content of the Paper

The remainingpart of this paperis structuredasfollows. In sectionthreethe method
usedto estimatethepointinggestureis presented.Sectionfour presentstheexperiments
carriedout to testtheproposedmethod.Finally themethodandresultsarediscussedin
sectionfive.

3 Method

Sincewe focuson theinteractionwith only onesidewe assumethat theuser’s torsois
fronto-parallelwith respectto thescreen.Thatallowsfor anestimationof thepositionof
theshoulderbasedonthepositionof thehead(glasses).Thevectorbetweentheglasses
andtheshoulderis calleddisplacementvectorin thefollowing.Thisis discussedfurther
in section4.2.Thepointingdirectionis estimatedasthe line spannedby thehandand
thevisual focus.In orderto estimatethepositionof thehandfrom a singlecamerawe
exploit thefactthatthedistancebetweentheshoulderandthehand(denoted� ), when
pointing, is ratherindependentof the pointing direction.This implies that the hand,
whenpointing,will be locatedon the surfaceof a spherewith radius � andcentrein
theuser’s shoulder�����	��
��������� :

������� � ��������
���
 � ������� �!�"� � ���$# �%� (1)

Thesecoordinatesoriginatefrom thecave-coordinatesystemwhichhasits origin in
thecentreof thefloor (in thecave)andaxesparallelto thesidesof thecave.Throughout
therestof this paperthecavecoordinatesystemis used.

The camerausedin our systemis calibrated2 to the cave coordinatesystem.The
calibrationenablesusto mapanimagepoint (pixel) to a 3D line in thecavecoordinate
system.By estimatingthepositionof thehandin theimagewe obtainanequationof a
straightline in 3D:

& ��'(��#�)+*��"'	,.-0/
12 � 
 �

34
#

12 �5*
6*�7*
34

�8'9,
12;:�<: �:>=

34
(2)

2 WeuseTsai’scalibrationmethod[22] with full optimisation
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where )+* is theoptical centreof the cameraand - is the directionunit vectorof the
line.

The3Dpositionof thehandis foundasthepointwheretheline intersectsthesphere.
This is obtainedby insertingthethreerowsof equation2 into equation1 resultingin a
secondorderequationin ' . Complex solutionsindicatenointersectionandaretherefore
ignored.If only onerealsolutionexist wehaveauniquesolution,otherwisewehaveto
eliminateoneof thetwo solutions.

A solutionwhichis notwithin thefield-of-view with respectto theorientationof the
tracker is eliminated.If furthereliminationis requiredweuseprediction,i.e. to choose
themostlikely positionaccordingto previouspositions.This is donethrougha simple
first orderpredictor. Thepointingdirectionis hereafterfoundastheline spannedby the
non-eliminatedintersectionpoint andthevisual focuspoint.Theline is expressedasa
line in spacesimilar to the onein equation2. For a pointing directionto be valid the
positionof thetrackerandthehandneedto beconstantfor acertainamountof time.

3.1 Estimating the 2D Position of the Hand in the Image

TheVR-CUBEattheauthors’departmentis equippedwith four miniatures-videocam-
eraswhich areplacedin its four uppercorners.They maybeusedfor usabilitystudies
andfor computervisionbaseduserinterfaces.Theonly illuminationsourcesduringim-
agecapturearetheCRT-projectors3, which areback-projectingimageswith 120Hz on
thesix sidesof theVR-CUBE, seefigure1. This givesa diffuseambientillumination
insidetheVR-CUBEwhichchangesits colourdependingonthedisplayedimages.The
brightnessinside the VR-CUBE is determinedby the displayedimagesaswell. The
averagebrightnessin a ’normal’ applicationis 25 Lux, which is ratherlittle for colour
machinevision. Theautogainof thecamerasis thereforesetto maximumsensitivity,
the shutteris switchedoff, andthe maximumopeningis used,which resultsin noisy
imageswith little colourvariations.

Hiroseet al. [9] recentlyproposeda systemto segmentthe userin a VR-CUBE
from thebackgroundin orderto generatea videoavatar. They usedinfraredcamerasto
copewith thepoorlight conditionsandsimulateareferencebackgroundimagewhichis
thensubtractedfrom theinfraredimagecontainingtheuser. They getsatisfyingresults.

The simulationof the backgroundalso gives information about the illumination
the useris exposedto. This could be used,e.g. to estimatean intensitythresholdfor
segmentingtheuser. However, dueto theorientationof thecamerasin theVR-CUBE
this would be calculationintensive becausethe cameras’field of view coverspartsof
threesides,that meansa backgroundimagehasto be synthesised.Furthermore,the
imageprocessingis takingplaceon anothercomputer, thusa lot of datawould have to
betransfered.

In thisprojectweareusingoneof thes-videocamerasanda priori knowledgeabout
thescenarioin thecamera’sfield of view:

– Only oneuserata time is presentin theVR-CUBE
3 CathodeRayTubeprojector. Eachprojectorconsistsof threeCRTs. Onefor red,green,and

blue,respectively. TheVR-CUBEis equippedwith ELECTRICHOMEMARQUEE R
?

projec-
tors
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– The3D positionandorientationof theuser’sheadis known by a magnetictracker

– The backgroundis brighter thanthe user, becausean imageis back-projectedon
eachside and the sideshave, especiallyat the shorterwavelengths,a higher re-
flectancethanhumanskin

– Skinhasagoodreflectancefor longwavelengths

Figure2 shows the algorithmto segmentthe user’s handandestimateits 2D po-
sition in the image.Firstly the imageareaswherethe user’s handcould appearwhen
pointingareestimatedusingthe3D positionandorientationof theuser’shead(from the
magnetictracker), a modelof the humanmotor systemandthe kinematicconstraints
relatedto it, andthecameraparameters(calculatingthefield of view). Furthermore,a
first orderpredictor[2] is usedto estimatethepositionof thehandfrom thepositionin
thepreviousimageframe.In thefollowing wewill, however, describeouralgorithmon
theentireimagefor illustrativepurposes.

Constrain
search area

Adaptive
Thresholding
of Intensity Image

Increase
Saturation

Label
Objects

Determin 2D
Position of largest
Objects

3D head position
and orientation from

magnetic tracker mapped
into 2D image plane

RGB

Image
Camera Red Channel

Threshold

Fig.2. Segmentationalgorithmfor the2D positionestimationof thehandin thecameraimage.

The histogramof the intensityimagehasa bimodaldistribution, the brighterpix-
elsoriginatefrom thebackgroundwhereasthedarker originatefrom theuser, figure3
a). This is usedto segmentthe userfrom the background.The optimal thresholdbe-
tweenthe two distributionscanbe found by minimising the weightedsumof group
variances[18]. Theestimatedthresholdis indicatedby thedashedline. Figure3 b) is
theresultingbinaryimageafterapplyingthis threshold.

The colour variationsin the cameraimagearepoor. All coloursareclosethe the
grayvector. Thereforethesaturationof theimagecoloursis increasedby anempirical
factor. Theredchannelof thesegmentedpixelshasmaximain theskin areas(figure4
a) aslong asthe useris not wearingclotheswith a high reflectancein the long (red)
wavelengths.Thehistogramof theredchannelis bimodal,henceit is alsothresholded
by minimisingtheweightedsumof groupvariances.After thresholdinga labelling[8]
is applied.Figure4 b) shows thesegmentationresultof thethreelargestobject.As the
positionof the headis known the associableskin areasareexcluded.The remaining
object is the user’s hand.Its position in the image is calculatedby the first central
moments(centreof mass)[8].
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Fig.3. Segmentationof the user. a) Histogramof the intensity image.The dashedline is the
thresholdfoundby minimisationof theweightedsumof groupvariance.b) Thresholdedimage.

a b

Fig.4. a) Red channelof the pre-segmentedcameraimage.b) Thresholdedred channelafter
labelling the threelargestobjects.Thegrayvaluesof the imagesareinvertedfor representation
purpose.
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4 Experimental Evaluation

This sectionpresentsthe experimentalevaluationof the differentpartsof the system.
First theaccuracy of pointingasdescribedin section3 is tested.Secondlythesegmen-
tation of the hand(section3.1) is tested.The implementationof a real time systemis
currentlyin progress,thustestwith visualfeedbackfor theuserarenot yetavailable.

4.1 Segmentationof the Hand in the Camera Image

Severalimagesequencesof users(Caucasianrace)pointinginsidetheVR-CUBEwere
takenunderdifferentapplications,hencedifferentbackgroundsandilluminationcondi-
tions.The2Dpositionestimationof thehandhasbeentestedoff-line onthesesequences
(figure4). Only qualitative resultsareavailableuntil now. The2D positionestimation
worksrobustly if a mixtureof coloursis displayed,which is thecasein themajority of
theapplications.Theskin segmentationfails if thedisplayedimagesaretoo darkor if
onecolouris predominant,e.g.if theredCRT-projectoris notusedatall for displaythe
measurementsof theredchannelof thecamerabecometoo noisy.

Theimplementationof a real time systemis currentlyin progress.Thecalculation
intensivepart is the2D estimationof thehandpositionwhich is working in a first non-
optimisedversionon entireimages(without reducingto regionsof interest)with 10Hz
on 320x240pixels imageson a 450MHz PentiumIII TM. We expect to get 25Hz after
introducingthereducedsearchareaandoptimisingthecode.

4.2 Pointing Experiments without Visual Feedback

This subsectiondescribespointing experimentsandtheir results,which weredoneto
evaluatetheaccuracy of thepointingdirectionestimationdescribedin section3. A user
wasaskedto pointto16differentpointsdisplayedonthescreenasshown in figure5.No
visualfeedbackwasgivenduringtheseexperiments,hencetheusershouldbeunbiased
andshow a naturalpointing gesture.Experimentswith five differentuserweredone.
An imageof eachpointing gesturewas taken togetherwith the dataof the magnetic
headtracker. Thedisplacementvectorbetweenthe headtracker andthe shoulderwas
measuredfor eachuser.

During the evaluationof the datait turnedout that the uncertaintyof the position
estimateof theheadfrom themagnetictracker wasup to 15cm in eachdirection.It is
at themomentnotpossibleto calibratethedevice in orderto achieveahigheraccuracy.
Thiserroris toolargeto beusedasheadpositioninformationin themethoddescribedin
theprevioussection.In orderto getamoreaccurate3D positionof theusers’headsthe
visual focuspoint wassegmentedin the imagedataandtogetherwith the � position
of the tracker, the 3D positionof the visual focuspoint wasestimated.This position
wasthenusedto estimatethe positionof the shoulderby the displacementvectoras
describedin section3. Figure6 a)showstheresultsof arepresentativepointingexperi-
ment.Thecircles( @ ) aretherealpositionsdisplayedon thescreenandtheasterisks( A )
connectedby the dashedline arethe respective estimatedpositionswherethe useris
pointingto. Theerrorin figure6 a) is upto 0.7m. Therearenoestimatesfor thecolumn
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Fig.5. Experimentalsetupfor pointing experimentswithout visual feedbackin the VR-CUBE.
Theuserhasadistanceof approximately2m from thescreenwhere16pointsin a0.5m rasterare
displayed.
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Fig.6.Resultsfrom pointingexperiments.Thecirclesin thetwo first figuresaretherealpositions
on thescreen.Theasterisksaretheestimatedpointingdirectionsfrom thesystem.a) Theresults
of a representative user, usinga constantdisplacementvector. b) Theresultsof a representative
user, usinga LUT for thedisplacementvector. c) Theinnercircle shows theaverageerrorof all
experiments.Theoutercircleshows themaximumerrorof all experiments.
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to theleft becausethereis no intersectionbetweenthespherein equation1 andtheline
spannedby thecameraandthehandof theuser.

Theerroris increasingthemoretheuserpointsto theleft. This is mainlydueto the
incorrectassumption(madein section3) that thedisplacementvectoris constant.The
directionandmagnitudeof thedisplacementvectorbetweenthetrackerandshoulderis
varying.This is illustratedin figure7.

B BB BCC

ε

Y∆ Z

∆X

Tracker

Shoulder

Displacement Vector

∆ R

R

Hand position
Estimated hand position

Shoulder position

Estimated shoulder position

cba

Fig.7. a+b) The userandthe displacementvectorbetweenthe tracker andshoulderseenfrom
above (a) andfrom the theright side(b). c) An illustrationof theerror introducedby assuming
thetorsoto befronto-parallel.

Figure7.aand7.billustratethedirectionandmagnitudeof thedisplacementvector
betweenthe tracker andshoulderwhenthe user’s headis looking straightahead.As
the headis rotatedto the left the shoulderis also rotatedas illustratedin figure 7.c.
This resultsin a wrongcentreof thesphereandthereforeawrongestimationof the3D
handposition.The error is illustratedasthe angle D . Besidethe rotationthe shoulder
is alsosqueezedwhich makestherelationbetweenthe tracker (head)rotationandthe
displacementvectornon-linear.

Figure8 shows the componentsof the displacementvector for the 16 test-points
in figure5 (for a representativeuser)estimatedfrom theshoulderpositionin theimage
dataandthetrackerdata.For eachuseralookuptable(LUT) of displacementvectorsas
afunctionof theheadrotationwasbuild. Figure6 b) showstheresultof arepresentative
pointingexperiment(sameasusedin figure 6 a) usinga LUT of displacementvectors
to estimatethe3D positionof theshoulder. Noticethatafterthepositionof theshoulder
hasbeencorrectionestimatesfor theleft columnis available.

Table1 shows theaverageerrorsandthe maximumerrorsof the five pointingex-
perimentsin mm for therespectivepointsonthescreen.Theseerrorsarealsoillustrated
in figure6 c) wheretheinnercircle indicatestheaverageerrorsandtheoutercircle the
maximumerrors.Theaverageerrorof all pointsin all experimentsis 76mm.
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Fig.8. Components(x,y,z) of thedisplacementvectorasa functionof thetest-pointsin figure5.

Table1. Averageerrorsand(maximumerrors)in mm for therespective pointson thescreen.

y axis
z axis 750 250 -250 -750
2000 84 (210) 50 (100) 52 (110) 67 (253)
1500 126(208) 45 (161) 55 (105) 59 (212)
1000 104(282) 67 (234) 57 (195) 76 (259)
500 105(298) 86 (281) 91 (308) 85 (282)

11



5 Discussion

In this paperwe have demonstratedthat technicalinterfacedevices can be replaced
by a naturalgesture,namelyfinger pointing.The pointing gestureis estimatedasthe
line spannedby the3D positionof thehandandthevisual focus,definedasthecentre
point betweenthe eyes.The visual focus point is at the momentestimatedfrom the
imagedataanda � measure.In the future this shouldbegivenfrom thepositionand
orientationof theelectromagnetictracker mountedon the stereoglassesworn by the
user. The 3D positionof the handis estimatedas the intersectionbetweena 3D line
spannedby thehandandcamera,anda spherewith centrein theshoulderof the user
andradiusequalto thelengthof theuser’sarmwhenpointing, � . Pointingexperiments
with fivedifferentuserweredone.Eachuserwasaskedto point to 16pointsatascreen
in 2m distance.Dueto , especially, movementsof theshoulderduringpointingerrorsup
to 700mm betweentheestimatedandtherealpositionon thescreenwasobserved.To
reducetheerrorsa LUT wasusedto correctthepositionof theshoulder. This reduced
theaverageerrorto 76mm andthemaximumerrorto 308mm. Thiswefind to bearather
accurateresultgiventheuseris standingtwo metersaway. However, whetherthis error
is too largedependson theapplication.

In thefinal systemtheestimatedpointingdirectionwill beindicatedby abright3D
line seenthroughthestereoglassesstartingat the fingerof theuserandendingat the
objectpointedto. Thus,theerroris lesscritical sincetheuseris partof thesystemloop
andcancorrectonthefly. In otherwords,if theeffectof theerrordonothindertheuser
in accuratepointing(usingthefeedbackof the3D line), thenthey maybeacceptable.
However, if they do or if the systemis to be usedin applicationswhereno feedback
is present,e.g.in a non-virtualworld, thenwe needto know theeffect of thedifferent
sourcesof errorsandhow to compensatefor them.

Theerror originatesfrom five differentsources:the tracker, the imageprocessing,
thedefinitionof thepointingdirection,theassumptionof thetorsobeingfronto-parallel
with respectto thescreen,andtheassumptionthat � is constant.

Currentlywearederiving explicit expressionsfor theerrorsourcespresentedabove
andsettingup testscenariosto measuretheeffect of theseerrors.Furtherexperiments
will bedonein theVR-CUBE to characterisetheaccuracy andusabilityassoonasthe
real time implementationis finished.The experimentswill show whetherthe method
allowsusto replacethetraditionalpointingdevicesasis suggestedby ouroff-line tests.

Another issuewhich we intendto investigateis the Midas TouchProblem- how
to inform the systemthat a pointing gestureis present.In a simpletestscenariowith
only one gesture- pointing, it is relatively easyto determinewhen it is performed.
As mentionedabove (seealso[10]) thegestureis recognisedwhenthepositionof the
handis constantfor a numberof frames.However, in morerealisticscenarioswhere
multiple gesturescan appear, the problemis more difficult. One type of solution is
presentedin [7] wherethethumbis usedasamousebottom.Another, andmorenatural,
is to acommandatethegesturewith a spokeninput [4], e.g.”selectthat(point) object”.
Whichpathwewill follow is yet to bedecided.
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Skin colour cue for computer vision
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Artificial and ambient intelligence is becoming ubiqui-
tous in our daily-life and requires more intuitive and user-
friendly human computer interaction than traditional inter-
faces like keyboard and mice. The use of face and ges-
ture recognition will therefore be common in future inter-
faces, and the most unobtrusive technology to achieve such
interfaces are computer vision based methods. A crucial
processing step for the success of such systems is robust
detection and tracking of faces and hands, which is fre-
quently done by combining complementary cues, e.g., mo-
tion, shape, and colour [1, 4]. Comprehensive surveys on
the current state-of-the-art of face detection methods were
recently published in [2] and [5].

With increasing quality of colour video cameras and
growing computation power skin colour is more and more
used in face and hand detection because it is invariant to
orientation and size, gives an extra dimension compared to
grey scale methods, and is fast to process.

The main problems with the robustness of skin colour
detection are however: (1) dependence on the illumina-
tion colour, (2) it varies between individuals, and (3) many
everyday-life objects are skin colour like, i.e., skin colour is
not unique [3].

This talk starts with a general review of the current state-
of-the-art of computer vision based skin colour detection
and modelling approaches, suggesting a taxonomy of the
methods reported in the literature.

In the following of the talk the focus will be on methods
for building an adaptive skin colour cue using physics-based
approaches to model skin colour. The image formation pro-
cess is investigated theoretically and experimentally with
respect to human skin colours under changing and mixed
illumination conditions.

It is shown that skin colour “perception” as viewed by
a state-of-the-art colour video camera can be modelled suf-
ficiently accurate with a physics-based approach given the
illumination spectra, the reflectance of skin, and the cam-
era characteristics. Furthermore, everyday-life illumination
spectra can be modelled appropriately as Blackbody radia-

tors in this context. This skin colour modelling may provide
the basis for applications such as adaptive skin segmenta-
tion.

For adaptive segmentation it may also be useful to esti-
mate the illumination colour. Two methods are suggested
and tested to estimate the illumination colour from obser-
vation of skin colour. The first uses the diffuse reflections
from skin and the second uses the surface or highlight re-
flections. These methods are complementary and their ac-
curacies are sufficient to improve adaptive skin segmenta-
tion.

In order to track skin areas through changing illumi-
nation conditions and to distinguish them from other skin
coloured objects a method is proposed to model the skin
colour distribution as a unimodal Gaussian. The parameters
of the Gaussian can be modelled selectively for arbitrary
illumination using a physics-based approach.

The talk concludes with an outlook how an adaptive skin
colour cue may be build that, in combination with other
cues, will enable robust face and hand detection in uncon-
strained environments.
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Abstract

In this paper, we address the problem of the recognition
of isolated complex mono- and bi-manual hand gestures.
In the proposed system, hand gestures are represented by
the 3D trajectories of blobs obtained by tracking colored
body parts. In this paper, we study the results obtained on a
complex database of mono- and bi-manual gestures. These
results are obtained by using Input/Output Hidden Markov
Model (IOHMM), implemented within the framework of an
open source machine learning library, and are compared to
Hidden Markov Model (HMM).

1 Introduction

Nowadays, Human-Computer Interaction (HCI) is usu-
ally done using keyboards, mice or graphic boards. The use
of hand gestures for HCI can help people to communicate
with computers in a more intuitive way. The potential power
of gestures has already been demonstrated in applications
that use the hand gesture input to control a computer while
giving a presentation for instance. Other possible applica-
tions of gesture recognition techniques include computer-
controlled games, teleconferencing, robotics or the manip-
ulation of objects by CAD designers. In gestural HCI, the
use of video cameras is more natural than any dedicated
acquisition device (such as data-gloves for instance) but is
also much more challenging. In video-based hand gesture
recognition (HGR) it is necessary to distinguish two aspects
of hand gestures: the static aspect and the dynamic aspect.
The static aspect is characterized by a pose or configura-
tion of the hand in an image. The dynamic aspect is defined

either by the trajectory of the hand, or by the sequence of
hand postures in a sequence of images.

There are two sub-problems to address when dealing
with dynamic hand gesture recognition: segmentation and
classification. Segmentation aims at identifying the begin-
ning and/or the end of a gesture given a continuous stream
of data. Usually, this stream of data is made by a random
sequence of known gestures and non-gestures. And given
an isolated gesture sequence, classification outputs the class
the gesture belongs to.

In this paper, we will focus on the classification of iso-
lated hand gestures. First, we present an overview of related
work on HGR. In section 3, we describe our approach to
capture mono- and bi-manual 3D hand gestures, and we de-
scribe the database. Then, we introduce Input/Output Hid-
den Markov Model (IOHMM) and we present experimental
results. Finally, we discuss the results and conclude.

2 Related Work

Dynamic HGR is a sequence processing problem that
can be accomplished by using various techniques. Darell
and Pentland in [6] used a vision-based approach to model
both object and behavior. The object views were repre-
sented using sets of view models. This approach allowed
them to learn their model by observation. The disadvan-
tage of this method is that complex articulated objects have
a very large range of appearances. Therefore, they used a
representation based on interpolation of appearance from a
relatively small number of views. The gesture classifica-
tion is performed by stereotypical space-time patterns (i.e.
the gestures) matched with stored gesture patterns using dy-
namic time warping (DTW). This system was tested on only
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two gestures. And images were focused on the hand. The
experiment was also user-dependent since each of the seven
users were involved in both the training and testing phases.

Finite state machine (FSM) was the first technique ap-
plied to sequence processing. It was applied to gestures by
Davis and Shah [7]. Each gesture was decomposed into
four distinct phases. Since the four phases occurred in fixed
order, a FSM was used to guide the flow and to recognize
seven gestures. Experiments were using a close-up on the
hand. Hong et al. [9] proposed another approach based on
FSM, that used 2D positions of the centers of the user’s head
and hands as features. Their system permitted to recognize
in real-time four mono-manual gestures. But the most im-
portant technique, widely used for dynamic HGR, is Hidden
Markov Models. This approach is inspired by the success
of the application of HMMs both in speech recognition and
in hand-written character recognition fields [1]. Starner and
Pentland in [2] used an eight element feature vector con-
sisting of each hand’s � and � position, angle of axis of
least inertia, and eccentricity of bounding ellipse. They
used networks of HMMs to recognize a sequence of ges-
tures taken from the American Sign Language. Training
was performed by labeling each sign with the correspond-
ing video stream. They used language modeling to seg-
ment the different signs. The Viterbi decoding algorithm
was both used with and without a strong grammar based on
the known form of the sentences. With a lexicon of forty
words, they obtained 91,9% of accuracy in the test phase.
Unfortunately, these results are almost impossible to repro-
duce.

More recently, Marcel et al. [4] have proposed In-
put/Output Hidden Markov Models (IOHMMs). An
IOHMM is based on a non-homogeneous Markov chain
where emission and transition probabilities depend on the
input. On the opposite, HMMs are based on homoge-
neous Markov chains since the dynamic of the system is
determined only by the transition probabilities which are
time independent. Their system was able to recognize four
types of gestures with 98,2% of accuracy. Furthermore, this
database is publicly available from the Internet 1. But in
their article, they used IOHMM for a small gesture vocabu-
lary (only four gestures).

In most of the studies on hand gestures, a small vocab-
ulary has been used. In the next section, we describe a
more important database for the recognition of mono- and
bi-manual 3D hand gestures.

3 Mono- and Bi-manual 3D Hand Gestures

Most of human activities involve the use of two hands.
Furthermore, gestures occur in a 3D space and not in a

1http://www.idiap.ch/˜marcel/Databases/main.html

2D image plane. In the proposed system, mono- and bi-
manual hand gestures are represented by the 3D trajectories
of blobs. Blobs are obtained by tracking colored body parts
in real-time using the EM algorithm. This approach is simi-
lar to the statistical region approach for person tracking [5],
for gesture recognition [10].

3.1 Tracking Blobs in 3D

A detailed description of the 3D blob tracking algorithm
can be found in [3]. This algorithm tracks head and hands
in near real-time (12Hz) using two cameras (Figure 1).

Figure 1. Left: left and right captured images. Center:
left and right images with projected ellipsoids. Top right:
ellipsoids projection on the frontal plane. Down right: el-
lipsoids projection on the side plane (the cameras are on the
left side).

The algorithm is based on simple preprocessing followed
by the use of a statistical model linking the observations
(resulting from the preprocessing stage) to the parameters:
the position of the hands and the head. Preprocessing con-
sists of background subtraction followed by specific colors
detection, using a simple color lookup table. The statis-
tical model is composed of four ellipsoids, one for each
hand, one for the head and one for the torso. Each one is
projected on both camera planes as an ellipse. A Gaussian
probability density function with the same center and size is
associated with each ellipse. The parameters of the model
(positions and orientations of the ellipsoids) are adapted to
the pixels detected by the preprocessing stage. This adap-
tation simultaneously takes into account the detected pixels
from the two cameras, and is based on the maximum like-
lihood principle. The EM algorithm is used to obtain the
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maximum of the likelihood.

3.2 Gesture Database

The database used in this paper has been obtained using
the tracking method described above. The database consists
of 16 gestures (Table 1) carried out by 20 different persons.
Most of gestures are mono-manual and some are bi-manual
(fly, swim and clap).

Name Description R M/B
Stop/yes Raised hand on the head level and facing palm M
No/wipe Idem with movements from right to left R M
Raise hand Raised hand higher than the head M
Hello/wave Idem with movements from right to left R M
Left Hand on the hip level, movements to the left R M
Right Hand on the hip level, movements to the right R M
Up Hand on the hip level, movements to the up R M
Down Hand on the hip level, movements to the down R M
Front Hand on the hip level, movements to the front R M
Back Hand on the hip level, movements to the back R M
Swim Swimming mimic gesture R B
Fly Flying mimic gesture R B
Clap On the torso level, clap the hands R B
Point left On the torso level, point to the left M
Point front On the torso level, point to the front M
Point right On the torso level, point to the right M

Table 1. Description of the 16 gestures. A
hand gesture could involve one hand (Mono-
manual) or both hands (Bi-manual). The ges-
ture could be also a Repetitive movement
such as clap.

The use of gloves with distinct colors permits to avoid
occlusion problems that occur with bi-manual gestures. The
person performing the gesture wears gloves of different col-
ors and a sweat-shirt of a specific color different from the
skin color and different from the glove colors in order to
help the segmentation of hands, head and torso.

For each person and each gesture, there are 5 sessions
and 10 shots per session. All the gestures start and end in
the same rest position (the hands lying along the thighs).
The temporal segmentation was manually accomplished af-
ter a recording session. For each gesture, a trajectory for
each blob has been generated. Finally, the database is com-
posed of 1000 trajectories per gesture. Gesture trajectories
correspond to 3D coordinates of center of the head, of the
two hands and of the torso. They are produced with the
natural hand (left hand for left-handed and right hand for
right-handed persons). For the left-handed persons, trajec-
tories have been mirrored.

Head
Left Hand

Right Hand
Torso

Figure 2. Left: Example of images of the “Vinci” se-
quence from the point of view of the left camera (on the
left) and from the point of view of the right camera (on the
right). Right: 3D coordinates of the center of each blob
(head, torso, left hand and right hand) for a “swim” gesture.

Figure 3 shows an example of the swim gesture sequence
from the point of view of the right camera. Furthermore,
for each person and each session, a “Vinci” sequence has
been recorded (Figure 2). This sequence gives the maxi-
mum arm spread. This figure presents also in a three di-
mensional space2 the coordinates of the center of each blob
(head, torso and hands) for a “swim” gesture sequence.

4 Hidden Markov Model versus Input Out-
put Hidden Markov Model

4.1 Hidden Markov Model

A Hidden Markov Model (HMM) [1] is a statistical ma-
chine learning algorithm which models sequences of data.
It consists of a set of � states, called hidden states because
they are not observable. It also contains transition probabil-
ities between these states and emission probabilities from
the states to model the observations.

The data sequence is thus factorized over time by a series
of hidden states and emission from these states. Let ��� be
the state, ��� be the output (observation) at time � . The emis-
sion probability ��� ���
	 �������������������������� depends only
on the current state ��� . The transition probability between
states ������������	 �
�! #"$�&%'�
�(�)�*�!%+�,�-�����.� depends only
on the previous state. Then, the training of a HMM can be
carried out using the Expectation-Maximization (EM) algo-
rithm [8].

2the / axis is the vertical axis of the person.
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Figure 3. From top-left to bottom-right, a frame-by-frame decomposition of a “swim” gesture from the point of view of the right
camera.

As we try to recognize 16 gesture classes, we have one
HMM per class and we use a naive Bayes classifier to
perform the classification.

4.2 Input Output Hidden Markov Model

An Input Output Hidden Markov Model (IOHMM) is an
extension of the HMM described previously. First intro-
duced by Bengio and Frasconi [11], IOHMMs are able to
discriminate temporal sequences using a supervised train-
ing algorithm. IOHMMs map an input sequence to an out-
put sequence. In our case, output sequence correspond to
the class of the gesture. Let ��� be the state, � � the input and

� � the output at time � . Thus ��� depends on ���! #" and � � . � �
depends on � � but also depends � � (cf. Figure 4).

PSfrag replacements

Output

Internal states

Input

������� ��� ���	�
�
� ����� � � � �	�
�

������  � ��	�
�

Figure 4. An IOHMM showing dependencies between
the input � , output � and hidden states � of the model.

IOHMMs are composed of emission probabilities
��� � � 	 � � � � � � and transition probabilities ��� � � 	 � �! " � � � � .
They are time dependent since the emission and transition
probabilities depend on � � . Hence IOHMMs are based on
non-homogeneous Markov chains contrary to HMMs. Con-
sequently, the dynamic of the system is not fixed a priori
such as in HMMs, but evolves in time and is function of the

input sequence. The architecture of IOHMM also consists
of a set of states � . With each state are associated two con-
ditional distributions: one for transition probabilities and
one for emission probabilities. The data sequences to model
can be of two types: discrete or continuous. In the discrete
case, codebooks or multinomial distributions can be used to
model the conditional distributions. In the continuous case,
models such as Multi Layer Perceptron [12] can be used to
represent the conditional distributions. Another solution to
deal with continuous observations is to perform a quantiza-
tion in order to discretize the data. In an IOHMM, there are
several ways to classify an input sequence � � " . The most re-
strictive way is to compute ����� � " 	 � � " � , where � � " represents
the output vector sequence. We can also compute the aver-
age "��� �

�	� " ���	� � 	 � � " � where � is the number of classes.
The less restrictive method is to compute ����� � 	 � � " � . In
all these cases, the classification is achieved by finding the
class � which maximizes the probability. Here we have cho-
sen the class � such as ���	� � " 	 � � " � is maximum.

5 Experimental Results

In this section, we present baseline results obtained using
HMMs and IOHMM on the proposed mono- and bi-manual
database. In the case of IOHMM, we have conducted ex-
periments using discrete conditional distributions. Thus we
have performed a quantization step on the data. This quan-
tization is explained later in this section. The open source
machine learning library used for all experiments is Torch
http://www.torch.ch.
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Training set Validation set Test set
minimum number of frames 12 6 10
average number of frames 25 24 28
maximum number of frames 64 71 89

Table 2. Minimum, average and maximum number of
frames for the different subsets

5.1 Preprocessing the Database

Normalization: As a first step, a normalization has been
performed on all gesture trajectories. We suppose that each
gesture occurs in a cube centered on the torso and of vertex
size the maximum spread given by the “Vinci” sequence.
This cube is then normalized to reduce the vertex to one.
Finally, the range of � , � and � coordinates varies between��� ��� and � � � . The 3D coordinates of the head and torso
are almost stationary. Thus, we keep the normalized 3D tra-
jectories of both hands only. This leads to an input feature
vector of size 6.

Feature Extraction: We also computed the difference
between the coordinates of each hand for two consec-
utive frames. These features have been multiplied by
100 in order to have values with the same order of
magnitude than � , � and � . The final feature vec-
tor is � ���
	�� � , � �
	� � , � �
	� � , �����
��� � , � ���
��� � , � ���
��� � , � ���
	� � , � � �
	� � ,
��� �
	�� � , � �����
��� � , � � ���
��� � , ��� ������� ��� of size 12.

Quantization: The second step is the quantization of
the data to efficiently use discrete IOHMM. The output se-
quence still encodes the gesture class: � � ��� � ������������� �'�(�)� .
In order to model more closely the class distribution of the
data, we apply a K-means algorithm [13] class per class
on the input features. For each gesture class, a K-means
model with 75 clusters has been trained using the training
set. The 16 resulting K-means models have been merged
into a single one (1200 clusters). Finally, each frame of each
sequence is quantized into one discrete value !"� �-�����
�$# �%� �
(which is the index of the nearest cluster).

5.2 Parameter Tuning

In our experiments, we have used a left/right topology
for both the IOHMM and the 16 HMMs. In order to find
the optimal hyper-parameters (number of states of the dis-
crete IOHMM, number of states and number of Gaussians
per state for the HMMs), the following experimental proto-
col has been used. For experimental purposes, the database
has been split into three subsets: the training set T, the val-
idation set V and the test set Te. T and V contain 5 sub-
jects each. Te contains 10 subjects. For each subject, all
recordings from all shots have been used. Table 2 provides

the minimum/average and maximum number of frames per
sequence for each subset of the database. Different pos-
sibilities for the number of states and for the number of
Gaussians have been tried on T. The selection of the best
parameters has been done on V. Finally, a model has been
trained on both T and V and tested on Te. We obtained the
best results with 5 states for the IOHMM, and 15 states and
1 Gaussian per state for each HMM.

5.3 Results

Figure 5 provides comparative results between discrete
IOHMM and baseline continuous HMMs. HMM and
IOHMM achieve respectively 64% and 74% average clas-
sification rate. From the results, we observe that bi-manual
gestures are very well classified. Few mistakes happen be-
tween “swim” and “clap” gestures.

If we now have a look to the mono-manual gestures,
we notice that first, there is a misclassification between the
“stop”, “no/wipe”, “raise” and “hello/wave” gestures. If we
refer to table 1, the only differences between these four ges-
tures are the hand level and the oscillatory movement of the
hand from the left to the right. Thus, HMMs have prob-
lems to model the oscillatory movement of the “no/wipe”
and “hello” gestures. On the contrary, IOHMM has no real
problem to model these oscillations (average recognition
rate: 85%). With the HMMs, the “stop” and “no” gestures,
such as the “raise” and “hello” gestures are misclassified
one to the other. But still the non-oscillatory movements
are misclassified in both cases, with the IOHMM and with
the HMMs.

Let us consider the positioning gesture category (“left”,
“right”, “up”, “down”, “front” and “back” gestures). The
block around the diagonal of the matrix shows first that
HMMs and IOHMM differentiate quite accurately this cat-
egory of gestures from the others. It shows also that it has
difficulties to provide the correct class within this category,
even if IOHMM give better results than HMMs. Only the
“left” and “right” gestures are well classified. For the oth-
ers, it seems that the discriminant aspect of these gestures
which is the dynamic of the hand (Table 1) is not sufficient
for a good classification.

Finally, if we consider pointing gestures, HMMs and
IOHMM differentiate also quite accurately this category of
gestures from the others. But IOHMM give better results
than HMMs as the recognition rate is around 70% for the
3 gestures, and only 60% for the HMMs. Concerning the
“point left” gesture, HMMs misclassified it with the “point
front” and “point right” gestures and IOHMM misclassi-
fied it only with the “point front”gesture. It shows that the
location of the hand at the end of the pointing gesture is
not precise enough to give a discriminant information to the
IOHMM, and to the HMMs.
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Figure 5. Confusion matrix for IOHMM and HMM on
the test set (rows: desired, columns: obtained). Black
squares correspond to the well-classified gestures.

6 Conclusions

In this paper, we addressed the problem of the recog-
nition of isolated complex mono- and bi-manual hand ges-
tures. Hand gestures were represented by the 3D trajectories
of blobs obtained by tracking colored body parts.

We provide recognition results obtained on a complex
database of 16 mono- and bi-manual gestures by two se-
quence processing algorithms, namely Input Output Hid-
den Markov Model (IOHMM) and Hidden Markov Model
(HMM), implemented within the framework of an open
source machine learning library. The obtained results are
encouraging. Bi-manual gestures are very well classified,
and mono-manual gestures are fairly classified. We con-
clude that IOHMM performs the best on this database. We
will perform complementary experiments using continuous
IOHMM to verify if this conclusion is still valid.
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